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Abstract: Aspect-based sentiment Analysis (ABSA) is vital in capturing customer opinions on specific 

e-commerce products and service attributes. This study proposes a hybrid deep learning model inte-

grating Bi-Directional Gated Recurrent Units (BiGRU) and Bi-Directional Attention Flow (BiDAF) to 

perform aspect-level sentiment classification. BiGRU captures sequential dependencies, while BiDAF 

enhances attention by focusing on sentiment-relevant segments. The model is trained on an Amazon 

review dataset with preprocessing steps, including emoji handling, slang normalization, and lemmati-

zation. It achieves a peak training accuracy of 99.78% at epoch 138 with early stopping. The model 

delivers a strong performance on the Amazon test set across four key aspects: price, quality, service, 

and delivery, with F1 scores ranging from 0.90 to 0.92. The model was also evaluated on the SemEval 

2014 ABSA dataset to assess generalizability. Results on the restaurant domain achieved an F1-score 

of 88.78% and 83.66% on the laptop domain, outperforming several state-of-the-art baselines. These 

findings confirm the effectiveness of the BiGRU-BiDAF architecture in modeling aspect-specific sen-

timent across diverse domains. 

Keywords: Aspect-based sentiment analysis; Attention mechanism; BiDAF; E-commerce reviews 

analysis; Emoji handling; Lemmatization; Slang normalization. 

 

1. Introduction 

The development of technology and the increasing use of e-commerce platforms have 
produced big data in the form of product reviews from users. Sentiment analysis is a popular 
approach in Natural Language Processing (NLP) which is used to classify user opinions or 
emotions towards a particular product, service, or topic into categories such as positive, neg-
ative, or neutral. This approach has been widely used to understand the general public per-
ception of an entity[1]–[3]. However, conventional sentiment analysis approaches usually only 
provide an overall assessment of a single document or sentence without considering the con-
text or specific aspects discussed in it. For example, a review such as "The price is good but 
the delivery was late" can give ambiguous results if analyzed globally, because it contains 
positive sentiment towards price but negative towards delivery[4]–[6]. 

To overcome these limitations, Aspect-Based Sentiment Analysis (ABSA) was devel-
oped as a more fine-grained approach to analyzing opinions. ABSA aims to identify specific 
entities or attributes (such as price, quality, delivery, or service) and evaluate sentiment to-
wards these aspects independently[4], [7]–[10]. This approach has been shown to provide 
deeper and more relevant insights, especially in the context of customer opinion-based 
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decision-making, and contributes to reducing customer churn[11] and increasing the effec-
tiveness of recommendation and marketing strategies[12]. 

Several studies related to general sentiment analysis and ABSA use various traditional 
machine learning methods, Naive Bayes (NB)[2], [13], such as Support Vector Machine 
(SVM) and Random Forest(RF) are still widely used because of their ability to handle binary 
and multiclass classification with competitive performance on small datasets [14]. SVM is 
effective in high-dimensional feature spaces and is resistant to overfitting, but has limitations 
in capturing semantic context and word order in review text. Similarly, Random Forest excels 
in noise robustness and can handle non-linear features, but is less effective in representing 
complex linguistic structures in dynamic e-commerce text data. 

As deep learning-based approaches develop, models such as Long Short-Term Memory 
(LSTM), Gated Recurrent Unit (GRU), and hybrid architectures with attention mechanisms
[7], [15] are widely used due to their ability to learn long-term dependencies between words 
in a sentence. LSTM can capture sequential context well[16], [17], but is often slower and 
more complex to train. In contrast, GRU has a lighter structure, making it more efficient in 
training and still able to maintain contextual representations[18]. To improve understanding 
of bidirectional context, the Bidirectional GRU (BiGRU) model was developed, which pro-
cesses data from both the front and back directions simultaneously, making it effective in 
capturing information before and after aspects in a sentence[7]. 

Although RNN-based models such as BiGRU are capable of handling word sequences, 
they still have limitations in identifying important words that are specifically related to an 
aspect[19]. Therefore, attention has shifted to the use of attention mechanisms, such as Bi-
Directional Attention Flow (BiDAF), which allows the model to selectively focus attention 
on important words relevant to a particular aspect. BiDAF is effective in various text under-
standing tasks due to its ability to establish a bidirectional attention flow between the context 
and the target aspect, thereby improving the quality of aspect polarity classification[20]. The 
combination of BiGRU architecture with BiDAF enables synergy between word sequence 
processing and emphasis on important words, making it a promising approach in the ABSA 
domain[15]. 

In general, commonly used text preprocessing such as tokenization, stemming, and case 
folding have a fundamental role that directly affects the quality of feature representation and 
the performance of classification models[21]–[23]. However, raw text data on user reviews 
on e-commerce platforms tend to contain informal elements such as abbreviations, slang, 
spelling errors, and non-verbal expressions such as emoticons. If not handled properly, these 
elements can obscure semantic meaning, increase feature sparsity, and cause the model to fail 
to capture true sentiment polarity. Therefore, careful preprocessing not only improves the 
efficiency of vector representation but also enhances the model’s ability to understand sen-
tence context and aspect polarity more precisely.  

Theoretically, emoji handling helps capture emotional expressions that are often explicit 

but not in the form of words, such as 😡 or 😍, which have strong sentiment value and are 
relevant in opinion classification[24], [25]. Slang normalization aims to align informal or non-
standard terms such as “gr8”, “luv”, or “coz” into standard equivalents (“great”, “love”, and 
“because”), thereby reducing lexical heterogeneity and improving accuracy in the tokenization 
and feature extraction processes[26]. Meanwhile, lemmatization is the process of reducing 
words to their base form (e.g. “running”, “ran” → “run”), which significantly reduces mor-
phological variation in the data and strengthens semantic coherence between words in the 
vector space[5], [27]. 

In the context of this study, we apply three main preprocessing stages: emoji handling, 
slang normalization, and lemmatization. The three were chosen because they represent three 
dominant categories of challenges in e-commerce reviews: non-verbal emotional expressions, 
informal language use, and morphological variation. The implementation of this prepro-
cessing is expected to improve the feature representation before being processed by the 
BiGRU-BiDAF model, as well as improve the model's ability to identify sentiment polarity 
towards aspects such as price, quality, service, and delivery more accurately and contextually. 
In addition to classifying sentiment polarity, this study also calculates the distribution of the 
number of sentiments towards predetermined aspects (e.g.: price, quality, service, delivery). 
This is in line with the approach used in several previous papers which also highlight the 
importance of knowing how many opinions are associated with each aspect, not just its po-
larity. 
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The rest of this paper is systematically organized to explain the approach and contribu-
tions of this research. Section 2 reviews related studies that form the basis of the model de-
velopment, ranging from classical methods to modern deep-learning approaches. Section 3 
presents the proposed method in detail, from preprocessing, and BiGRU-BiDAF model ar-
chitecture, to the training scheme. Section 4 presents experimental results and model perfor-
mance analysis based on evaluation metrics on Amazon and SemEval datasets. Finally, Sec-
tion 5 summarizes the main findings and provides potential further research directions. 

2. Related Work 

Aspect-based sentiment analysis (ABSA) has been the focus of much research due to its 
ability to provide deeper sentiment analysis by identifying sentiment polarity towards certain 
aspects of a product or service. Early studies in ABSA generally used traditional machine 
learning approaches such as Naive Bayes, SVM, and Conditional Random Field (CRF), which 
relied on manual feature engineering and domain-specific lexicons. While effective in some 
cases, these approaches have limitations in capturing complex semantic contexts and depend-
encies between words in text. 

With the advancement in deep learning, RNN-based models, such as LSTM, and GRU, 
have been widely used due to their ability to learn sequential patterns from text. Abdelgwad 
et al. [7], for example, proposed a combined architecture consisting of BiGRU-CNN-CRF 
for opinion target extraction, and IAN-BiGRU for sentiment polarity classification towards 
aspects. This model showed significant improvements in F1-score and accuracy on Arabic 
datasets, highlighting the importance of bidirectional context and attention mechanisms in 
ABSA tasks. 

In the Indonesian context, Jayanto et al. [28] developed an optimized LSTM model for 
hotel reviews, with a customized hidden layer structure and activation function. The model 
successfully achieved a competitive F1-score and demonstrated that adaptation to domain 
characteristics and informal language is essential in improving analysis performance. 

To overcome the limitations in explicit aspect extraction, Kabir et al. [29] proposed a 
hybrid method that combines frequency-based, dependency syntax, and CRF approaches to 
extract both explicit and implicit aspects, including aspects in the form of compound nouns. 
This method showed significant improvements in precision and recall on SemEval and Am-
azon datasets, highlighting the importance of a complex tagging strategy for implicit aspects. 

Several studies have also explored topic modeling approaches in aspect extraction. Pra-
kash and Sharma [5] used the Pachinko Allocation Model (PAM) to extract aspects from 
Amazon product reviews and classify sentiment polarity. Although efficient in discovering 
topical aspects, this approach does not capture word order dependencies as the RNN model 
does. 

Rahin et al. [30] conducted a comparative study using SemEval and Amazon datasets 
and showed that the integration of additional information such as part-of-speech tagging, 
dependency parsing, and word embedding trained on a large corpus can improve the accuracy 
of aspect-sentiment classification, especially on small datasets. Meanwhile, Sivakumar and 
Uyyala [17] developed an LSTM-based model combined with fuzzy logic to classify sentiment 
intensity into four categories: very positive, positive, negative, and very negative. This multi-
label approach aims to provide a more detailed representation of consumer opinions.  

Overall, deep learning models such as BiGRU and LSTM offer strong capabilities in 
modeling word sequences. However, their effectiveness increases significantly when com-
bined with attention mechanisms (e.g. Bi-Directional Attention Flow), syntactic features, or 
hybrid strategies. This study builds on these foundations by integrating BiGRU and BiDAF 
along with text preprocessing techniques tailored to the e-commerce domain to improve the 
accuracy of sentiment detection on aspects such as price, quality, service, and delivery. 

3. Proposed Method 

This study proposes ABSA on e-commerce reviews using a hybrid architecture of 
BiGRU and BiDAF. The model aims to identify sentiment polarity towards specific aspects 
such as price, quality, delivery, and service. The methodology consists of several main stages: 
text preprocessing with emoji handling, lemmatization, and slang normalization, feature rep-
resentation, BiGRU-BiDAF model training, and sentiment analysis per aspect. Figure 1 illus-
trates the stages of the method, while detailed stages are presented in subsections 3.1 to 3.5. 
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Figure 1. Illustration of the proposed method. 

3.1. Preprocessing Texts 

The preprocessing stages are carried out in stages to improve the quality of feature rep-
resentation: 
1. Slang normalization is carried out to convert non-standard words with formal equiva-

lents using a defined slang dictionary presented in Table 1. 

Table 1. Slang Dictionaries. 

Acronym Formal words Acronym Formal words Acronym Formal words 

u you idk i do not know omw on my way 

lol laugh brb be right back smh shaking my head 

gr8 great omg oh my god afaik as far as i know 

luv love dunno do not know imo in my opinion 

coz because cuz because ttyl talk to you later 

b4 before gonna going to bff best friend forever 

ok okay bday birthday lmao laughing my ass off 

ur your tbh to be honest fyi for your information 

bc because ikr i know right imho in my humble opinion 

ya'll you all wanna want to wtf what the fuck 

thx thanks gotta got to wth what the hell 

plz please ain't is not nvm never mind 

r are lemme let me btw by the way 

tho though gimme give me   

 

2. Each emoji expression is converted to text form using emoji.demojize, for example 😍 
becomes :smiling_face_with_heart_eyes: to maintain non-verbal emotional expressions. 
At this stage, the emoji library from Python is used. 

3. Text Cleaning consists of removing HTML tags, and non-alphabetic characters done 
with regular expressions, converting to lowercase, and removing excess spaces. 
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4. After cleaning, the text is broken into words (tokens) and then stopwords are removed 
from common words that are not informative based on the ENG-
LISH_STOP_WORDS list. 

5. Lemmatization is the last stage, where words are returned to lemma form using the 
WordNetLemmatizer function taken from the nltk.stem library. This is done to reduce 
morphological variation. 

3.2. Feature Extraction and Vector Representation 

The preprocessed corpus is converted into a feature vector using CountVectorizer with 
a limit of 1,000 most frequently occurring features with the command or formula below. 

𝑋 = 𝐶𝑜𝑢𝑛𝑡𝑉𝑒𝑐𝑡𝑜𝑟𝑖𝑧𝑒𝑟(𝑚𝑎𝑥_𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 = 1000). 𝑓𝑖𝑡_𝑡𝑟𝑎𝑛𝑠𝑓𝑜𝑟𝑚(𝐷) (1) 

Where 𝐷 is a list of strings resulting from concatenating the review tokens per line. The 
binary sentiment labels are obtained from the LABEL column with the transformation below. 
 

𝑦 = {
1 if 𝐿𝐴𝐵𝐸𝐿 = _𝑙𝑎𝑏𝑒𝑙1_
0                           others

 (2) 

The data was then divided into training and testing sets in a ratio of 80:20. 

3.3. BiGRU-BiDAF Model Architecture 

3.3.1. BiGRU Model 

BiGRU processes sequential input x_t by storing previous and subsequent information 

through hidden states ℎ𝑡, as in Equation (3). The detailed configuration of BiGRU uses in-
put_dim = 1000; hidden_dim = 50; num_layers = 2, and dropout_rate = 0.5. 

ℎ𝑡 = GRU(𝑥𝑡, ℎ⃗ 𝑡−1); GRU(𝑥𝑡, ℎ⃗⃖𝑡+1) (3) 

3.3.2. BiDAF Model 

BiDAF is an attention mechanism designed to build a two-way interaction between the 
representation of the input sequence and the query or target. The attention module used in 
the proposed BiDAF is Context2Query attention to find the part of the context that is most 
relevant to a particular aspect, and Query2Context to highlight the part of the context that is 
very similar or often appears repeatedly. Furthermore, the attention score is calculated using 
the similarity function shown in Equation (4). 

𝛼𝑖𝑗 = sim(ℎ𝑖, ℎ𝑗) = 𝑤⊺[ℎ𝑖; ℎ𝑗; ℎ𝑖⨀ℎ𝑗] (4) 

where ℎ𝑖 and ℎ𝑗 as hidden state vectors, ⊙ as element-wise multiplication, and 𝑤 is the 
trainable parameter of the attention layer. Then, the attention result vector is obtained by 
Equation (5). 

𝑎𝑖 = ∑softmax(𝛼𝑖𝑗) ∙ ℎ𝑗

𝑗

 (5) 

3.3.3. Classification 

The result of the attention is fed to the Linear layer and activated with the sigmoid func-
tion, such as Equation (6). 

𝑦̂ = 𝜎(𝑊⊺𝑎 + 𝑏) (6) 

The sigmoid activation function is chosen because in this case it is a binary classification. 
The Linear layer produces a single scalar output that reflects the probability of label 1 (posi-
tive). Furthermore, this classification layer is optimized using Binary Cross Entropy Loss 
which is calculated by Equation (7). 

ℒ = −[𝑦. log(𝑦̂) + (1 − 𝑦) ∙ log(1 − 𝑦̂)] (6) 
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3.4. Training Model 

The model is trained with a maximum of 250 epochs using the Adam optimizer 
(lr=0.001) with a mini-batch size of 32. Early stopping is applied with a patience of 10 epochs 
if there is no improvement in the loss value. The implementation of early stopping is done by 
monitoring the validation loss value and stopping training if there is no improvement for 10 
epochs. 

3.5. Evaluation and Sentiment Analysis per Aspect 

Aspect analysis was conducted by matching keywords in the reviews against four main 
categories defined manually as in Table 2. 

Table 2. Aspect Details. 

Aspek Kata Kunci 

Price price, cost, expensive, cheap, value, affordable 

Quality quality, durable, sturdy, good, bad, excellent 

Service service, support, helpful, rude, friendly, customer 

Delivery delivery, shipping, fast, slow, on time, late 

 
For each aspect, reviews containing extracted keywords are performed. These are clas-

sified by positive-negative polarity and measured by performance with evaluation metrics: 
accuracy, precision, recall, and f1-score. Label distribution is calculated with the threshold 
presented in Equation (6). 

label = {
positive, 𝑦̂ > 0.5
negative, 𝑦̂ ≤ 0.5

 (6) 

Where the threshold is set to 0.5, following the general convention of binary classification. 
Evaluation is performed on the subset of data containing the aspect keywords. Evaluation 
metrics: accuracy, precision, recall, and F1-score are calculated using sklearn.metrics. 

4. Results and Discussion 

This research was implemented using the Google Colaboratory (Colab) platform with 
several main libraries used in this study including PyTorch, scikit-learn, NLTK, emoji, and 
Matplotlib. All codes were executed in the Python 3 runtime provided by Google Colab. The 
dataset used in this study was obtained from Kaggle with the link 
https://www.kaggle.com/datasets/lievgar-cia/amazon-reviews. The data set contains 21,000 
e-commerce product reviews from the Amazon platform, with a two-label format, namely 
positive and negative, whose sentiment distribution is presented in Figure 2. 

 

Figure 2. Global sentiment distribution of Amazon reviews dataset. 

Furthermore, the distribution based on the main aspects such as price, quality, service, 
and delivery is presented in Figure 3. These four aspects were chosen because they are crucial 
elements in the consumer decision-making process and the perception of value towards a 
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product or service. In the marketing literature, price reflects the perception of value and sen-
sitivity to cost; quality reflects satisfaction with product performance; service relates to cus-
tomer experience; and delivery becomes an important factor in the context of e-commerce 
which depends on the speed and reliability of delivery.[31]–[34]. 

 

Figure 3. Sentiment distribution per aspects of Amazon reviews dataset. 

Based on Figure 2 shows that the dataset is balanced with 10,500 data each for positive 
and negative labels. But in Figure 3 the distribution of the number of positive and negative 
reviews for each aspect varies. The aspects of price, delivery, and service have more negative 
opinions, while for the quality aspect, positive sentiment is more dominant. These plots sup-
port the initial understanding that consumer opinions are not only globally different but also 
vary depending on the aspects discussed. 

The BiGRU-BiDAF model training process was carried out for 250 epochs, but with the 
application of the early stopping mechanism and optimization using the Adam algorithm, the 
training process stopped at 138 epochs, see Figure 4. The training results show a consistently 
decreasing loss curve and a significantly increasing accuracy curve, especially in the first 20 
epochs. In the early training phase, the loss dropped from 0.65 to 0.13 and the accuracy in-
creased from 59% to 94%, indicating that the model quickly recognizes basic patterns. In the 
middle epochs (21–60), the loss decreases slowly but steadily, while the accuracy continues to 
increase to almost 99%, reflecting effective convergence. In the final phase, the loss ap-
proaches zero and the accuracy stabilizes above 99%, indicating that the model has reached 
its optimal condition without overfitting. Overall, the training process shows that the BiGRU-
BiDAF architecture can generalize very well to the data, with the loss and accuracy curves 
showing stability and no significant fluctuations.  

Table 3 presents the results of testing the BiGRU-BiDAF model on four main aspects 
in the Amazon e-commerce dataset, namely price, quality, service, and delivery. In general, 
the model shows very good performance with an F1-score above 0.90 for all aspects, indicat-
ing that the model can classify sentiment polarity accurately for each aspect. Interestingly, the 
delivery aspect recorded the highest accuracy of 92.96%, while the service aspect had the 
lowest accuracy value of 90.97%, although it is still in the very good category. Judging from 
the recall value, the service aspect showed the lowest value (89.07%), indicating that the model 
tends to miss some negative or positive opinions about the service. 
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Figure 4. The plot of loss and accuracy of training proposed model for Amazon dataset. 

Table 3. Testing result of the proposed method for Amazon dataset. 

Aspect Accuracy Precision Recall F1- Score 

Price 0.9167 0.9199 0.9127 0.9163 

Quality 0.9204 0.9272 0.9198 0.9235 

Service 0.9097 0.9157 0.8907 0.9030 

Delivery 0.9296 0.9182 0.9241 0.9211 

 
Note that in the context of ABSA, precision and recall play a more important role than 

accuracy, especially when the class distribution is imbalanced. For example, if the data is dom-
inated by positive sentiment towards a certain aspect, the model may produce high accuracy 
by only classifying the majority but fail to detect the minority class. Therefore, the main focus 
of evaluation in ABSA should be directed at the F1-score, as a harmonic metric between 
precision and recall.[35], [36]. 

Furthermore, this study also conducted testing on another dataset, namely the SemVal 
dataset[37], which specifically discusses ABSA with the topics of Laptops and Restaurants. 
This is done to test the robustness of the proposed method. Figure 5 presents the training 
epoch plot for the Laptop and Restaurant topics. The laptop dataset produced a final accuracy 
of 0.9771 at epoch 91, while the restaurant was 0.9600 at epoch 80. Both datasets also stopped 
early and did not need to reach 250 epochs because early stopping was activated. Table 4 
presents the results of testing and comparison with several state of the art.  

 

Figure 5. The plot of loss and accuracy of training proposed model for SemVal dataset. 

Table 4 compares the performance of the proposed method with several approaches 
from previous studies on two different domains, namely Restaurant and Laptop from the 
SemEval dataset. In the Restaurant domain, the proposed method records the highest F1-
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score of 88.78, although its accuracy (84.01%) is slightly lower than the method [6] (86.88%). 
However, the higher F1-score indicates that the model is more balanced in handling precision 
and recall, and is better able to detect minority opinions, a crucial factor in ABSA on imbal-
anced data. Meanwhile, in the Laptop domain, the proposed method also excels with an F1-
score of 83.66, surpassing other reference methods. The consistently high performance on 
both domains confirms the effectiveness of the BiGRU-BiDAF hybrid architecture in under-
standing the semantic relations between aspects and opinions, while also demonstrating 
strong generalization capabilities across different domains. 

Table 4. Testing result of proposed method and comparison for SemVal dataset. 

Method 
Restaurants Laptops 

Accuracy Precision Recall F1- Score Accuracy Precision Recall F1- Score 

Ref [9] 84.95 - - 76.96 78.07 - - 75.08 

Ref [10] 84.29 - - 76.79 78.53 - - 75.15 

Ref [6] 86.88 - - 81.16 80.56 - - 77.00 

Ours 84.01 90.60 87.03 88.78 82.21 80.48 87.11 83.66 

5. Conclusions 

This study proposes a hybrid BiGRU-BiDAF model to perform aspect-based sentiment 
classification on e-commerce reviews. The main objective of this study is to identify sentiment 
polarity towards specific aspects such as price, quality, service, and delivery more accurately. 
Experimental results show that the model successfully achieves a training accuracy of up to 
99.78% with an F1 score above 90% for each aspect of the Amazon dataset. In addition, the 
model is also tested on the SemEval 2014 benchmark dataset and shows competitive perfor-
mance with an F1-score of 88.78% for the restaurant domain and 83.66% for the laptop 
domain. 

Although the results show excellent performance, this model still has some limitations. 
One of them is the reliance on keyword matching in the aspect extraction stage, which can 
lead to the loss of semantic context or implicit aspects. In addition, this model does not con-
sider time dynamics or changes in user opinions over time. As a direction for further research, 
development can be focused on the integration of transformer-based models to enrich con-
textual representation. Handling implicit aspects and using unsupervised techniques for auto-
matic aspect extraction are also relevant potential areas of development, especially to improve 
model generalization in broader domains and more unstructured data. 
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