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Abstract: In a context where students face increasingly complex academic choices, this work proposes 

a recommendation system based on Bayesian networks to guide new baccalaureate holders in their 

university choices. Using a dataset containing variables such as secondary school section, gender, type 

of school, percentage obtained, age, and first-year honors, we have constructed a probabilistic model 

capturing the dependencies between these characteristics and the option chosen. The data is collected 

at the Catholic University of Bukavu, the Official University of Bukavu, and the Higher Institute of 

Education of Bukavu, preprocessed and then used to learn the structure via the hill-climbing algorithm 

with the BIC score using R's bnlearn tool. The model enables us to estimate the probability that a 

candidate will choose a given stream, depending on their profile. The approach has been validated 

using metrics such as BIC, cross-validation, and bootstrap and offers a good compromise between 

interpretability and predictive performance. The results highlight the potential of Bayesian networks in 

constructing explainable recommendation systems in the field of academic guidance. The system pro-

duces orientation probability maps for each candidate, which can be used by enrollment service advis-

ers, as well as an ordered list of options relevant to the candidate's profile. With a remarkable perfor-

mance on a test sample of precision@k=0.85, recall@k=0.61, ndcg=0.8, and Map=0.88, it constitutes 

an effective lever for reducing the risk of being misdirected in universities in South-Kivu, in the Dem-

ocratic Republic of Congo. 

Keywords: Bayesian Network; Educational Data Mining; Hill Climbing Structure Learning;        

Personalized Recommendation; Probabilistic Graphical Model; Recommender System; Sensitivity 

Analysis. 

 

1. Introduction 

University guidance plays a crucial role in students' academic and professional careers. 
However, in many developing countries, students encounter major difficulties when choosing 
their university courses [1]. The lack of personalized academic advice or guidance units, lim-
ited access to information, and the influence of non-academic factors all contribute to guid-
ance choices that are often poorly aligned with learners' real aptitudes and interests. In South 
Kivu, for example, the option choice is influenced by parents, friends, or the stream that 
offers the experience of a good job after studies. Other candidates are motivated solely by 
the race to obtain a degree by any means necessary [2]. This misdirection directly impacts 
performance, dropout rates, and the waste of educational resources [3]. Therefore, developing 
decision support systems based on reliable data is imperative to improve university guidance. 

While several universities worldwide are adopting intelligent recommendation systems 
to guide students [4], this technology is still underdeveloped in the Congolese education sys-
tem, particularly in the universities of South Kivu. The use of traditional methods is limited 
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to a handful of universities. What's more, traditional approaches from the educational sci-
ences, psychology, and sociology are often based on intuition or subjective criteria. They can-
not deal effectively with the growing complexity of students' academic, demographic, and 
behavioral data [5]. It is in this sense that intelligent, automated and scalable solutions capable 
of effectively assisting academic guidance decisions are enviable. 

Intelligent recommendation systems, often based on artificial intelligence, generally fall 
into five main categories: 

• Collaborative filtering (CF) recommender systems rely on techniques based on models 
(clustering, regression, etc.) or memory (user-element interactions) [6].  

• Content-based (CB) recommender systems depend on information's characteristics [7]. 

• Knowledge-based recommender systems (KB) adopt techniques based on ontology, 
cases, or constraints [8].  

• Demographic-based recommender systems (DF) depend on users' demographic data [9].  

• Hybrid recommender systems represent a combination of two or more filtering tech-
niques [10]. 
Several researchers [11]–[18] have integrated these approaches in realizing recommender 

systems for university majors, focusing on course-level recommendations. However, these 
approaches face specific challenges in the field of education, such as the cold-start problem, 
the absence or incompleteness of data, and the poor interpretability of results. In a context 
where the transparency of decisions is crucial, particularly for teachers and administrators, 
explicability becomes a fundamental criterion. 

In this context, Bayesian Networks (BNs) are a particularly suitable approach. They make 
it possible to model the causal relationships between different variables (school, personal, 
etc.) while effectively managing missing data. Furthermore, BNs offer in-valuable interpreta-
bility thanks to their graphical structure, which explicit the dependencies between factors. 
Thus, the authors in [19] show that BN constitute a transformative tool in educational rec-
ommendation systems by remedying the limitations of traditional algorithms, promoting in-
novation, and personalizing learning experiences. They enable a more dynamic approach to 
recommendations, improving the adaptability and effectiveness of educational content deliv-
ery. Unlike black-box models like some deep learning algorithms, BNs allow recommenda-
tions to be explained, encouraging their acceptance in sensitive educational settings. 

The main objective of this study is to design a recommendation system based on BNs 
capable of suggesting an optimal academic orientation from students' academic, demographic, 
and institutional data. The hypothesis is that the Bayesian approach will generate accurate 
recommendations, even in the presence of incomplete data, while retaining sufficient inter-
pretability to be used as an academic decision-support tool. 

The rest of the work is organized as follows. The next Section is dedicated to the litera-
ture review presenting the theory on Bayesian networks and a series of research works on this 
approach in education. The second Section describes our methodology for designing our rec-
ommendation system based on Bayesian networks. The fourth Section presents the main re-
sults obtained, followed by a discussion of current results in this field. Finally, the sixth Sec-
tion presents a conclusion with some future perspectives. 

2. Literature Review 

Academic guidance is a major issue for education systems, as it directly influences aca-
demic success and professional integration. Several approaches have been proposed for pre-
dicting or recommending a course of study, including rule-based recommendation systems, 
classification techniques, and artificial intelligence. 

Bayesian networks have been widely used to model uncertainties and make decisions. A 
guidance recommendation system is an area where uncertainty comes into play. Several stud-
ies and research projects have used this approach to provide a decision support tool. In this 
Section, we give a general overview of Bayesian networks and then look at some of the work 
that has used them in education. 

2.1. Bayesian Networks 

Bayesian networks are probabilistic graphical models that depict variables and their con-
ditional dependencies using directed acyclic graphs (DAGs). Each node in the graph corre-
sponds to a variable, while the edges represent the probabilistic relationships between these 
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variables [20]. This representation allows the joint probability distribution over all variables 
to be expressed as the product of the conditional distributions of each node given its parents. 

If an edge is directed from node 𝑋 to node𝑌, then 𝑋 is referred to as the parent node 

of 𝑌. In this context, 𝑋 can be interpreted as exerting a probabilistic influence on 𝑌— 𝑋 

may be viewed as the cause, and 𝑌 as the effect. However, this cause-effect relationship is 
not deterministic but rather probabilistic. Bayesian networks can compute the joint probabil-
ity distribution of a set of random variables that describe a given phenomenon. For a list of 
random variables𝑋1, 𝑋2, … , 𝑋𝑛, the joint probability is computed using Equation (1). 

𝑃(𝑋1, 𝑋2, … , 𝑋𝑛 ) = 𝑃(𝑋𝑛|𝑋𝑛−1, … , 𝑋1) ∙ 𝑃(𝑋𝑛−1|𝑋𝑛−2, … , 𝑋1) … 𝑃(𝑋2|𝑋1) ⋅ 𝑃(𝑋1)

= ∏ 𝑃(𝑋𝑖|𝑃𝑎𝑟𝑒𝑛𝑡𝑠(𝑋𝑖))

𝑛

𝑖=1

 
(1) 

This holds under the condition that 𝑃𝑎𝑟𝑒𝑛𝑡𝑠(𝑋𝑖) ⊆ {𝑋1, 𝑋2, … , 𝑋𝑖−1} which can be 
guaranteed by numbering the nodes in a topological order that respects the partial ordering 
defined by the DAG. Equation (1) faithfully represents the domain if each node is condition-
ally independent of all its non-parent predecessors, given its parent nodes. Constructing a 
Bayesian network involves two main steps: learning the network's structure and its parame-
ters. 

Bayesian networks (BNs) have become a powerful tool in education, offering innovative 
solutions to various challenges in teaching, learning, and educational research. These proba-
bilistic models are particularly effective in dealing with uncertainty, capturing complex inter-
variable relationships, and enabling personalized interventions. BNs have been used in edu-
cational settings to model student behavior, forecast academic performance, and identify the 
factors that influence learning outcomes [21]. 

BNs are especially well-suited to environments with incomplete or uncertain data, mak-
ing them ideal for modeling complex educational contexts where data may be missing or 
ambiguous. Moreover, they provide interpretable results, essential for educators and policy-
makers making informed, data-driven decisions [22]. 

2.2 Related works 

Bayesian networks have emerged as a foundational tool in educational research, with one 
of the earliest and most influential applications being student modeling. These probabilistic 
graphical models facilitate nuanced assessments of learners’ knowledge state, skills, and de-
velopmental trajectories. For instance, Bayesian networks have been used in intelligent tutor-
ing systems (ITS) to provide personalized feedback and adaptive learning experiences. The 
Andes tutoring system for Newtonian physics is a notable example, where BNs are employed 
to perform long-term knowledge assessment, plan recognition, and predict student actions 
[23]. 

Similarly, BNs have been applied to model student performance across multiple assess-
ments, providing a holistic view of learning progress. This approach goes beyond traditional 
scoring systems by capturing the relationships between different assessments and identifying 
areas where students may need additional support [24]. 

In this spirit of providing intelligent teaching, other researchers have focused their stud-
ies on using BNs to detect students at risk of failing at universities. This allows timely inter-
ventions, such as additional support or personalized learning plans, to improve student out-
comes [25]. 

Personalized learning represents another pivotal arena in which BNs have demonstrated 
considerable impact. BNs can recommend tailored learning paths and resources by modeling 
individual student preferences and learning behaviors. This approach has been shown to en-
hance innovation in education by moving beyond traditional recommendation algorithms that 
often perpetuate established preferences. 

For example, a study on mobile learning and ethnomathematics used Bayesian networks 
to examine how cultural elements influence math learning. The results suggested incorporat-
ing cultural examples into mobile learning apps can improve student engagement and perfor-
mance [26]. 

Moreover, BNs have been widely used to predict academic performance and identify 
factors influencing student success. A study using PISA data demonstrated that BNs can 
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achieve high accuracy (86.2%) in predicting scientific success, highlighting the importance of 
family-related variables in academic outcomes [21]. 

Similarly, BNs have been applied to model the relationship between pre-enrollment 
achievement and first-year university performance in STEM fields (Science, Technology, En-
gineering and Mathematics. This approach has been particularly useful in identifying at-risk 
students and informing early interventions [27]. 

Other authors in [28] try to solve the problem of rare data encountered by building a 
recommendation system by adopting a Bayesian approach. For example, the authors in [29] 
develop a Bayesian network that allows to characterize the relationship between knowledge 
points, to diagnose the mastery of a knowledge point by learners by monitoring their learning 
behaviors and their tests, and to adjust the planning of the learning content according to the 
differences between learners.  

Bayesian networks have revolutionized various aspects of education, from student mod-
eling and cognitive diagnosis to personalized learning and academic performance prediction. 
Their ability to handle uncertainty, provide interpretable results, and enable personalized in-
terventions makes them a valuable tool for educators and researchers. As the field continues 
to evolve, integrating Bayesian networks with emerging technologies and their application to 
new domains will further enhance their impact on education. 

However, few studies have focused on African educational contexts, especially in South 
Kivu in the Democratic Republic of Congo, where data is often heterogeneous, incomplete, 
and difficult to model. Our work sets itself apart by applying a Bayesian network to a real 
dataset from a Congolese university while considering contextual variables such as the type 
of secondary school, gender, or Section attended. Also, most of these works presented in the 
literature review are limited to predicting the probability of the event given a most likely ob-
servation. However, in this study, we propose an algorithm capable of ranking the probabili-
ties of possible events by considering the quantity of data used by the network to calculate 
this probability. 

3. Proposed Method 

In Fig.1, we present the steps of the methodological procedure we followed to obtain 
our BNs. These steps can be divided into preprocessing and model-building operations. In 
the end, when we already have the BNs built, we can use them for the conditional calculation. 
An automatic filtering algorithm then processes the results to give the candidate a list of pos-
sible choices. 

3.1. Preprocessing operations 

Descriptive statistical analyses were first carried out to understand the input variables' 
distribution better. The following can be seen in Figure 2: 

• In Figure 2a, the analysis reveals a female predominance in certain faculties, such as 
economics and law, while boys predominantly attend technical faculties such as agron-
omy, computer science, and medicine. This gender disparity may indicate a gender ori-
entation as early as secondary school. 

• In Figure 2d, most students are between 18 and 21, which is the typical age for university 
entry. However, the presence of older applicants may reflect less linear educational paths 
or resumed studies. Particularly in the Faculty of Medicine, we observe a high proportion 
of outliers by age compared with other faculties in Figure 2b. 

• In Figure 2c, the analysis shows a strong concentration of high percentages among stu-
dents from ‘itfm’ followed by those from college, while those from ‘school complex’ and 
other schools obtain low marks on average in the first year at university. This indicates 
a gap in the quality of pre-university preparation. 

• In Figure 2e, the analysis reveals that those who studied biochemistry mainly went into 
medicine and agronomy. On the other hand, those who had done the business section 
tended to go into economics and computing. We also note that many students from the 
pedagogy section go on to all faculties. 

• Finally, in Figure 2f, most students from the biochemistry section obtain good grades 
compared with the other sections. 
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These distributions justify the need for a recommendation system capable of taking into 
account variables such as gender, type of school of origin, section, and past performance to 
guide students toward courses suited to their profile. 

 

Figure 1. The framework of constructing Bayesian model 

In order to learn an efficient Bayesian model, several preparatory steps were carried out: 

• Encoding of categorical variables: all textual variables were converted into categories for 
processing by the model. 

• Discretization of continuous variables:  

• The secondary percentage was discretized into four classes:  
Passable (50-55%), Good (55-65%), Very Good (65-75%), Excellent (75-90%). 

• The first year percentage has been broken down into four classes: Passable (50-55%), 
Good (55-65%), Very Good (65-75%), and Excellent (75-90%) 

• Age was broken down into three categories: young (16-18 years), normal (18-22 years) 
and advanced (22-30 years).  

• Data cleaning: Remove duplicates and manage missing values. 
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(d) 

 
(e) 

 
(f) 

Figure 2. Distributions (a) Gender Distribution by Faculty, (b) Box of Age by Faculty, (c)Results in 
first-year baccalaureate by type of school, (d) Age distribution, (e) Section concerning chosen Faculty 

Distribution, (f) Mention Distribution by Section 
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3.2. Processing operations 

After these preprocessing operations, the Bayesian network is constructed. Once the 
optimized Bayesian network has been obtained, it is used to predict the study program that 
offers the highest probability given the candidate's profile. The level will make this prediction 
of success, i.e., Passable, Good, Very Good, Excellent, and the probabilities of the choice of 
each study program will be calculated. These results will be arranged in a two-dimensional 
table and then sorted by our proposed algorithm. 

3.3. Algorithm for estimation of the structure 

The basic idea of this algorithm is to start with an initial solution, then explore neigh-
boring solutions and move towards the best one if it improves the objective (the score). 

 

Algorithm 1. Hill Climbing 
INPUT: Initial_state: starting state 
OUTPUT: best_state: local optimum 
1: Begin 
2:     best_state initial_state 
3:     repeat 
4:           Neighbor best_neigbor of best_state(according to evaluation function) 
5:           If evaluation(neighbor)<= evaluation(best_state) then 
6:                 return best_state // local optimum reached 
7:           Else 
8:                  Best_stateneighbor 
9:           End if 
10:       Until convergence or stopping condition 
11: end 

 
A neighbor of a Bayesian graph is a structure obtained from the current structure by 

making an elementary modification, such as adding an edge, removing an edge or reversing 
an edge. Each neighbor must meet the non-cyclicity condition (DAG). The Equation (2) cal-
culates BIC score as follows: 

𝐵𝐼𝐶 = log 𝐿 − 
𝑘

2
log 𝑛 (2) 

Where log 𝐿 is the model's log-likelihood; 𝑘 is the total number of parameters; and 𝑛 is the 
sample size. 

Once the structure of the Bayesian network has been estimated, it can be used to calcu-
late the probability of an event given an observation. Several algorithms can be used: inference 
by enumeration, eliminating variables, clustering algorithms, direct sampling methods, infer-
ence by Monte Carlo Markov chain simulation (MCMC), etc. 

3.4. Algorithm for estimating conditional probabilities 

To estimate the conditional probabilities of a node in a Bayesian network, we determine 
its Conditional Probability Table (CPT), that is, the probability distribution of the node given 
all possible combinations of the states of its parent nodes. When a complete dataset is avail-
able (i.e., all variables in the network are fully observed), the conditional probabilities can be 
estimated using relative frequencies, a method known as parametric learning. 

Let 𝑋 be the target node, and 𝑃𝑎(𝑋) the set of its parent nodes. For each possible 

configuration 𝑝𝑎 of the parents, the conditional probability is calculated using the Equation 
(3). 

𝑃(𝑋 = 𝑥|𝑃𝑎(𝑋) = 𝑝𝑎) =
𝑁(𝑋 = 𝑥, 𝑃𝑎(𝑋) = 𝑝𝑎)

𝑁(𝑃𝑎(𝑋) = 𝑝𝑎)
 (3) 

Where 𝑁(𝑋 = 𝑥, 𝑃𝑎(𝑋) = 𝑝𝑎) is the number of instances in the data where 𝑋 = 𝑥 and 

𝑃𝑎(𝑋) = 𝑝𝑎; 𝑁(𝑃𝑎(𝑋) = 𝑝𝑎) is the number of instances where the parents take the con-

figuration 𝑝𝑎. 
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This method is simple and intuitive, but it requires sufficient data points for each con-
figuration of the parent variables to ensure reliable estimates. 

 
When the dataset contains missing values or unobserved variables, the Expectation-

Maximization (EM) algorithm can be used to estimate the CPTs. The algorithm iteratively 
alternates between two steps: 

• E-step (Expectation): Estimate missing data or the posterior distribution of hidden var-
iables based on the current parameters. 

• M-step (Maximization): Update the parameters (CPTs) to maximize the expected likeli-
hood from the E-step. 
Finally, without sufficient data, expert knowledge can be used to estimate the conditional 

probabilities manually. Experts provide subjective probability assessments based on domain 
knowledge, which are then encoded into the CPTs. 

3.5. Comparison of Approaches 

In the context of solving our problem, which consists of developing a recommendation 
system for a university option, the choice of machine learning method is crucial, both for the 
quality of the results obtained and for the interpretability and robustness of the model. This 
section compares several approaches commonly used in machine learning, such as decision 
trees and Naïve Bayes versus Bayesian networks. 

Table 1. Predictive accuracy of faculty assignments using different models. 

Model Accuracy 

Naïve Bayes 0.4781 

Decision Tree 0.4579 

Bayesian Network 0.6987 

 
As shown in Table 1, the Bayesian network performs better than the decision tree and 

Naïve Bayes models. This is attributed to its ability to effectively model the probabilistic de-
pendencies between variables, resulting in higher predictive accuracy. Additionally, Bayesian 
networks offer enhanced interpretability, a key advantage in educational decision-support 
contexts. In addition, the Bayesian network behaves very well when faced with incomplete 
data, allowing the expert's knowledge to be taken into account in the form of probabilities 
and thus offering a better understanding of the decision-making process. 

4. Results and Discussion 

In this section we will present the Bayesian network obtained using the escalation algo-
rithm on the sample. Our sample includes 2818 pieces of information on the type of school 
of origin, gender, age, the section taken at secondary school, the Faculty chosen, the percent-
age obtained at the end of secondary school tests, and the percentage obtained in the first 
year at university. First, we present the structure of the Bayesian network, followed by the 
conditional probability table for the ‘Faculty’ node. 

4.1. Bayesian network structure 

After carrying out the preprocessing operations detailed in the Procedure section, we 
applied the escalation algorithm to discover the Bayesian network structure shown in Figure 
3. This network was constructed to model the probabilistic relationships between the stu-
dents' characteristics. 

In Figure 3, the nodes represent the variables, and the directed arcs indicate conditional 
dependencies. We observe that the choice of Faculty at university is directly influenced by 
gender, type of school of origin, percentage in secondary school leaving exams, age, and sec-
tion. This node will attract our attention, as it is the one on which we make our inferences in 
our queries to calculate the probability of success of a candidate based on the profile they 
present. 
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Figure 3. Bayesian network using the escalation algorithm 

We then applied cross-validation and used the boostrap to detect persistent arcs. After 
optimization, we found the following structure at Figure 4. 

 

Figure 4. Bayesian network structure optimized  

4.2. Evaluation of the BN Model  

The model evaluation is done on a test data set that was not used to train the model. We 
calculated the model accuracy using Bayesian information criterion (BIC) and Akaike infor-
mation criterion (AIC). As shown in Table 2, the optimized model presents higher values 
than the optimized model. 

Table 2. Metrics for Bayesian model evaluation. 

Model BIC AIC Accuracy 

Model at Figure 3 -105820 -41319.65 0.63 

Model at Figure 4 -159961 -56676.31 0.70 
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4.3. Conditional probability table for the Faculty node 

The faculty node is influenced by five variables, namely the type of secondary school the 
student attended, gender, age, final secondary school percentage, and academic Section. The 
number of conditional probabilities required at this node is determined by combining all pos-
sible values for each influencing variable. 

Let 𝑛 be the total number of conditional probabilities to be computed, with: 

• 𝐹 is the number of categories of the variable Faculty, 

• 𝑇 is the number of terms for the variable Type of school, 

• 𝑆 is the number of terms for the variable Sex, 

• 𝑃 is the number of terms for the variable Percentage, 

• 𝑆𝑒 is the number of items in the variable Section 
The total number of conditional probabilities is then given by: 

𝑛 = 𝐹 × 𝑇 × 𝑆 × 𝑃 × 𝑆𝑒 (4) 

Given that 𝐹=5, 𝑇=7, 𝑆=2, 𝑃=4, and 𝑆𝑒=13, we obtain 𝑛=10920. 

Table 3. Partial view of the conditional probability table of the Faculty node. 

School_type_orig Faculty Sex Age Section % secondary Prob 

College Medicine M young biochemistry excellent 0.666631 

School complex Medicine M young biochemistry excellent 0.2 

Edap Medicine M young biochemistry excellent 0.2 

Institute Medicine M young biochemistry excellent 0.999634 

… … … … … … … 

 

It is therefore difficult to present everything here, but we can present just a part of it, for 
example the conditional probability table for the Faculty node, with College as the school 
type, Medicine as the selected Faculty, and Section as the university choice, as shown in Table 
3. The Equation (5) computes this probability. 

𝑃𝑟𝑜𝑏(𝐹𝑎𝑐𝑢𝑙𝑡𝑦

= 𝑀𝑒𝑑𝑖𝑐𝑖𝑛𝑒|𝑆𝑐ℎ𝑜𝑜𝑙_𝑡𝑦𝑝𝑒_𝑜𝑟𝑖𝑔𝑖𝑛, 𝑆𝑒𝑥, 𝐴𝑔𝑒, 𝐻𝑖𝑔ℎ_𝑆𝑐ℎ𝑜𝑜𝑙_𝑃𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒, 𝑆𝑒𝑐𝑡𝑖𝑜𝑛) 
(5) 

We can see, for example, the probability of choosing Medicine, given that the candidate 
has done the Biochemistry section at an institute-type secondary school, is male, no more 
than 18 years old, and had a percentage of at least 75% in the secondary school leaving exams, 
is 0.99. This probability is calculated using the Equation (6). 

𝑃𝑟𝑜𝑏(𝐹𝑎𝑐𝑢𝑙𝑡𝑦 = 𝑀𝑒𝑑𝑖𝑐𝑖𝑛𝑒|𝑆𝑐ℎ𝑜𝑜𝑙_𝑡𝑦𝑝𝑒_𝑜𝑟𝑖𝑔𝑖𝑛 = 𝑖𝑛𝑠𝑡𝑖𝑡𝑢𝑡𝑒, 𝑆𝑒𝑥 = 𝑀, 𝐴𝑔𝑒

= 𝑦𝑜𝑢𝑛𝑔, 𝐻𝑖𝑔ℎ_𝑆𝑐ℎ𝑜𝑜𝑙_𝑃𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒 = 𝐸𝑥𝑐𝑒𝑙𝑙𝑒𝑛𝑡, 𝑆𝑒𝑐𝑡𝑖𝑜𝑛

= 𝐵𝑖𝑜𝑐ℎ𝑒𝑚𝑖𝑠𝑡𝑟𝑦) = 0.99  

(6) 

This probability table can be converted into the form of a map shown in Figure 5. On 
the x-axis, we see the different options symbolized by A = Agronomics, E = Economics, D 
= Law, C = Computer Science, and M = Medicine. On the x-axis at the top, we find two 
types of information: a line for the percentage levels at the secondary level and another line 
for the percentage level expected to be achieved in the first year at university. 

On the y-axis, on the left, we find gender, and on the right, we find the type of school 
(institute, college, school complex, ITFM, etc.). Given the combination of information on 
these different axes, the blue colors indicate a high probability. If it is white, this means that 
the probability is very low. 

For example, the blue rectangle is in the bottom left-hand corner. This rectangle is found 
in the combination of Medicine, Male, and Female, Excellent and Weak, and coming from a 
'Lycee '-type school. This can be interpreted as follows: regardless of the options chosen at 
secondary school, if you come from a 'Lycee' school and achieved a high percentage at sec-
ondary level, the probability of going into Medicine and obtaining a 'passable' percentage is 
high. This shows that the percentage alone is insufficient to decide on a career. 
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Figure 5. Choice of option according to the school of origin, percentage at secondary school, ex-
pected percentage at university, and gender 

4.4. Algorithm proposed for arranging resultats of recommendation 

After calculating the conditional probabilities of the event given the observation by the 
Bayesian network constructed, we store the data in a two-dimensional t table. To display the 
result of the recommendation, we propose the following algorithm:   

• scan each line of the Table 4; 

• detect the maximum in that row; 

• record the corresponding column name; 

• sort then the complete list of results; 

• display the results in descending order. 
In pseudocode, we present the algorithm below. 
 

Algorithm 2. Arrange List Recommendation 
INPUT: Array1[4][5]: real   // values of array 
         faculty[5]: strings[“Agro”,”Law”,”Economy”,”computer science”, “medicine”] 
OUTPUT: results: list of pair (name of column, max_value); I, j, index_max :integer;           
Max_value: real 
1:  begin 
2:  array1array[[0.2,0.2,0.2,0.2],[0.16,0.16.0.0,0.67],[0.0,0.0,0.49,0.0,0.49], 
3:                       [0.99,0.0,0.0,0.0,0.0]] 
4:  Results[] 
5:  For I =0 to 3 do 
6:      Max_val0 
7:   For j=1 to 4 do 
8:       If tableau[i][j]>max_val then 
9:             Max_valueTableau[i][j] 
10:             Index_max j 
11:        End if 
12:   End For 
13:   For each (name, Val) in results 
14:       print name+…. +val 
15: end 
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4.5. Evaluation Metrics for recommendation system 

To evaluate our recommendation system, the following metrics were used: 

• Precision@k: proportion of the first k items recommended that are relevant 

• Recall@k: proportion of relevant items found in the first k items. 

• Ndcg@k (normalized Discounted Cumulative Gain): considers the position in the rank-
ing. The higher a relevant element is, the better. 

• MAP (Mean Average Precision): average precision calculated at each position where a 
relevant item is found. 
For k=1 and as number of elements (max 2, i.e., number of expected options), our sys-

tem performed Precision@1=0.85, Recall@1=0.61, Ndcg@=0.8, Map=0.88. These values 
show that the system performs well and is potentially suitable for the recommendation task 
for which it was designed. The precision@k should, in principle, exceed the accuracy of the 
Bayesian model used in an autonomous predictive framework, which was 70%. 

4.6. Application to Examples and Sensibility Analysis 

Let us consider the case of a student with the following profile: 
Example 1: 

• Type of school: College 

• Sex: Male 

• Age: Normal (18–22) 

• Humanities section: Biochemistry 

• Percentage in secondary school: Very Good (65–75) 
We use the Bayesian network to generate a list of recommended university options for 

this student by varying the expected level of success in their first year. The following four 
questions are analyzed: 

Question 1. Can this student achieve a passable percentage at university, and in which 
option? To answer this, we compute: 

𝑃𝑟𝑜𝑏(𝐹𝑎𝑐𝑢𝑙𝑡y|𝑇𝑦𝑝𝑒𝑠𝑐ℎ𝑜𝑜𝑙 = 𝑐𝑜𝑙𝑙𝑒𝑔𝑒, 𝑆𝑒𝑥 = 𝑀, 𝐴𝑔𝑒

= 𝑛𝑜𝑟𝑚𝑎𝑙, High_School_𝑃𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒 = 𝑣𝑒𝑟𝑦 𝐺𝑜𝑜𝑑, 𝑆𝑒𝑐𝑡𝑖𝑜𝑛

= 𝐵𝑖𝑜𝑐ℎ𝑒𝑚𝑖𝑠𝑡𝑟𝑦, 𝑆𝑐𝑜𝑟𝑒_𝑓𝑖𝑟𝑠𝑡_𝑦𝑒𝑎𝑟 = 𝑃𝑎𝑠𝑠𝑎𝑏𝑙𝑒)  

(7) 

Based on the data from the first row of Table 4 there is no faculty for which this student 
will likely achieve only a passable grade. The uniform probability value of 0.2 is due to the 
default Bayesian estimation that avoids zero probability by smoothing in the absence of sup-
porting data. 

Table 4. Conditional probability values are based on the candidate profile (Example 1). 

 Agro Law Economy 
Computer Sci-

ence 
Medicine 

Eq. (7)  0.2 0.2 0.2 0.2 0.2 

Eq. (8) 0.16 0.16 0.0 0.0 0.67 

Eq. (9) 0.0 0.0 0.49 0.0 0.49 

Eq. (10)  0.99 0.0 0.0 0.0 0.0 

 
Question 2. Can this student achieve a good percentage at university, and in which op-

tion? We compute: 

𝑃𝑟𝑜𝑏(𝐹𝑎𝑐𝑢𝑙𝑡y|𝑇𝑦𝑝𝑒𝑠𝑐ℎ𝑜𝑜𝑙 = 𝑐𝑜𝑙𝑙𝑒𝑔𝑒, 𝑆𝑒𝑥 = 𝑀, 𝐴𝑔𝑒

= 𝑛𝑜𝑟𝑚𝑎𝑙, 𝐻𝑖𝑔ℎ_𝑆𝑐ℎ𝑜𝑜𝑙_𝑃𝑜𝑢𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒 = 𝑣𝑒𝑟𝑦 𝐺𝑜𝑜𝑑, 𝑆𝑒𝑐𝑡𝑖𝑜𝑛

= 𝐵𝑖𝑜𝑐ℎ𝑒𝑚𝑖𝑠𝑡𝑟𝑦, 𝑆𝑐𝑜𝑟𝑒_𝑓𝑖𝑟𝑠𝑡_𝑦𝑒𝑎𝑟 = 𝐺𝑜𝑜𝑑)  

(8) 

The highest probability in this case is for Medicine, suggesting this option for achieving 
a good result. 

Question 3. Can this student achieve a very good percentage (65–75) at university, and 
in which option? We compute: 
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𝑃𝑟𝑜𝑏(𝐹𝑎𝑐𝑢𝑙𝑡y|𝑇𝑦𝑝𝑒𝑠𝑐ℎ𝑜𝑜𝑙 = 𝑐𝑜𝑙𝑙𝑒𝑔𝑒, 𝑆𝑒𝑥 = 𝑀, 𝐴𝑔𝑒

= 𝑛𝑜𝑟𝑚𝑎𝑙, 𝐻𝑖𝑔ℎ_𝑆𝑐ℎ𝑜𝑜𝑙_𝑃𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒 = 𝑣𝑒𝑟𝑦 𝐺𝑜𝑜𝑑, 𝑆𝑒𝑐𝑡𝑖𝑜𝑛

= 𝐵𝑖𝑜𝑐ℎ𝑒𝑚𝑖𝑠𝑡𝑟𝑦, 𝑠𝑐𝑜𝑟𝑒_𝑓𝑖𝑟𝑠𝑡_𝑦𝑒𝑎𝑟 = 𝑣𝑒𝑟𝑦 𝐺𝑜𝑜𝑑)  

(9) 

The options most likely to lead to a very good result are Economics and Medicine. 
Question 4. Can this student achieve an excellent percentage (>75), and in which option? 

We compute: 

𝑃𝑟𝑜𝑏(𝐹𝑎𝑐𝑢𝑙𝑡y|𝑇𝑦𝑝𝑒𝑠𝑐ℎ𝑜𝑜𝑙 = 𝑐𝑜𝑙𝑙𝑒𝑔𝑒, 𝑆𝑒𝑥 = 𝑀, 𝐴𝑔𝑒

= 𝑛𝑜𝑟𝑚𝑎𝑙, 𝐻𝑖𝑔ℎ_𝑆𝑐ℎ𝑜𝑜𝑙_𝑃𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒 = 𝑣𝑒𝑟𝑦 𝐺𝑜𝑜𝑑, 𝑆𝑒𝑐𝑡𝑖𝑜𝑛

= 𝐵𝑖𝑜𝑐ℎ𝑒𝑚𝑖𝑠𝑡𝑟𝑦, 𝑆𝑐𝑜𝑟𝑒_𝑓𝑖𝑟𝑠𝑡_𝑦𝑒𝑎𝑟 = 𝑒𝑥𝑐𝑒𝑙𝑙𝑒𝑛𝑡)  

(10) 

In this case, Agronomy is the most probable choice for achieving an excellent percent-
age. Thus, based on all computed conditional probabilities, this student's recommended list 
of study options is Agronomy, Medicine, Economics, Computer Science, and Law. This result 
is also illustrated in Figure 6. 

 

Figure 6. Probability map for the choice of profile1 option 

In Figure 6, the x-axis represents the five options symbolized by A = Agronomy, L = 
Law, E = Economy, C = Computer Science, and M = Medicine. The first line at the top 
corresponds to secondary school performance (e.g., Excellent, Passable, Good, Very Good), 
while the second line corresponds to expected university performance levels. On the y-axis, 
section is displayed on the left, and type of school is on the right. For Example 1, the student 
is associated with the Very Good label. In this region, Agronomy is highly likely to be selected, 
followed by Medicine (associated with an expected good result), and then Economics. To 
analyze the impact of variations in the input profile, we modify certain attributes from Exam-
ple 1 and record the recommended options. The outcomes of these variations are summarized 
in Table 5. 

The sensitivity analysis shows that certain variables strongly influence the output prob-
abilities. For instance, comparing Example 1 with Example 4 shows that a higher secondary 
percentage increases the likelihood of being recommended for Medicine. In contrast, chang-
ing the type of school (Example 1 vs. Example 3) has minimal impact on the recommendation 
for Medicine. 

Meanwhile, modifying the Section from Biochemistry to Commercial (Example 1 vs. 
Example 2) and changing the gender from Male to Female (Example 1 vs. Example 5) signif-
icantly shifts the probability toward Computer Science. This analysis shows that students 
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from the Biochemistry section are more likely to be recommended for Medicine or Agron-
omy. A higher percentage score further strengthens the recommendation for Medicine, which 
aligns with prior findings [30], [31]. 

Table 5. Profile variations and recommendation outcomes. 

Example 
Type of 
School 

Sex Age Section Percent Recommended Options 

1 College Male 18–22 Biochemistry Very Good 
Agronomy, Medicine, Eco-

nomics, CS, Law 

2 College Male 18–22 Commercial Very Good 
CS, Economics, Law, Medi-

cine, Agronomy 

3 Institute Male 18–22 Biochemistry Very Good 
Medicine, Agronomy, Eco-

nomics, CS, Law 

4 College Male 18–22 Commercial Excellent 
Medicine, Agronomy, CS, 

Economics, Law 

5 College Female 18–22 Biochemistry Very Good 
CS, Medicine, Agronomy, 

Economics, Law 

 
On the other hand, students from the Commercial Section tend to be recommended for 

Economics or Computer Science. If they also come from a College-type school, the likelihood 
of Economics increases slightly. Although the Bayesian network provides recommendations 
based on high probability estimates derived from observed data, it does have limitations. First, 
the model does not consider personal preferences, motivations, or career aspirations. For 
instance, a high probability for Economics does not imply it is the most suitable program for 
a student interested in Law. As shown in Figure 6, a student with the same profile as Example 
1 but with an average percentage could still succeed in Law with an excellent first-year per-
formance. When a student’s personal goals align with the model’s recommendations, the re-
sults are optimal.  

Another key limitation concerns potential bias in the dataset. The recommendations may 
not reflect broader contexts if certain schools or academic streams are underrepresented, as 
is the case for ‘ITFM’ in Figure 5. Therefore, continuous model updates are necessary as more 
data becomes available. 

5. Discussion 

The results of applying the Bayesian network in the context of university guidance show 
an interesting ability to model the conditional dependencies between students' socio-academic 
characteristics and their choice of university options. This probabilistic approach made it pos-
sible not only to predict the most likely choices for a new student but also to analyze the 
relative influence of each variable, such as the type of institution, the section taken, or the 
percentage obtained in the state exam. 

Using robust estimation techniques such as BIC and cross-validation enhanced the reli-
ability of the predictions. However, we observed that some unstable arcs revealed by the 
bootstrap should be removed to avoid misinterpretations. This highlights the importance of 
not over-learning the structures, particularly when the data is incomplete or unbalanced. Com-
pared with traditional recommendation systems (collaborative or content-based filtering), the 
Bayesian network has the advantage of being interpretable and integrating a priori knowledge, 
including in the form of an ontology. It, therefore, offers a transparent and explainable solu-
tion, which is essential in a field as sensitive as educational guidance. 

However, there are still limitations. One of the significant challenges is the availability of 
complete and balanced data. Some variables did not have enough representative levels, which 
sometimes led to the exclusion of data in the calculation of scores or zero probabilities. In 
addition, the learned structures are highly dependent on the parameter settings which justifies 
the importance of a sensitivity analysis. Finally, although the model has been shown to per-
form well, its use in practice will require a user-friendly interface for educational advisers and 
tests on other cohorts to assess its robustness and generalizability. 
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6. Conclusions 

This work proposed an approach based on Bayesian networks to model and predict the 
choice of a university option based on characteristics derived from students' secondary edu-
cation. Experimental results show that this approach can capture the dependency relation-
ships between variables in an explicable way while providing a coherent probabilistic recom-
mendation system. There are several methods for creating a recommendation system. Among 
these methods, the hybrid approach still shows better results than other approaches. An in-
novation in this study is that we have created a hybrid recommendation system based on the 
Bayesian network. This work thus provides a methodological framework for further studies 
on using Bayesian networks in the recommendation system, particularly in the Congolese 
education system. 

The practical contribution of this study lies in its potential to support educational insti-
tutions and counselors in guiding students toward the most suitable academic options. The 
model's ability to generate probabilistic predictions by map or algorithm allows for data-
driven decision-making, offering an evidence-based approach for students when making crit-
ical career choices. Then, when applying for admission and enrolment, an orientation proba-
bility card may be printed out for the student. However, given that other relevant variables 
such as the candidate's interest, career objective, and other environmental variables (parents 
‘profession, parents’ level of education, family standard of living, etc.) were not taken into 
account, the results obtained should not be considered as a stand-alone solution but rather as 
a tool to support decision-making. 

Thus, one of the potential developments of this study would be to develop ontology-
based models to provide even more precise and contextual recommendations. By structuring 
knowledge hierarchically and relationally, ontology would enable us to understand better the 
complex interrelationships between the factors influencing student choice (such as academic 
backgrounds, interests, and career aspirations). This would allow further personalizing rec-
ommendations based on contextual data and shared knowledge in a specific area of expertise. 

Another potential development of this study lies in extending the predictive approach 
by transposing it into a web-based system. By integrating this model into an online interactive 
platform, students could easily consult personalized recommendations on their academic ori-
entation. Such a system could collect real-time information on student profiles, update pre-
dictions based on new data (other options, for example), and provide detailed advice on path-
way options through a user-friendly interface. 

Finally, an expert system could be designed to automate decision-making in academic 
guidance contexts. Such a system could be based on decision rules derived from the Bayesian 
model developed in this study, enriching them with an interface allowing academic advisors 
to interact with the system's recommendations, thus adjusting the results according to the 
specific needs of students. The solution presented in this study will limit the risk of Congolese 
students being misdirected at university, which causes failure and dropout in the early years. 
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