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Abstract: The widespread use of digital images, driven by low-cost, handheld acquisition devices, has 

increased the need for robust security measures to safeguard privacy. This demand is further under-

scored by rising identity theft and other image-related crimes. This study presents a chaos-based ex-

perimental evaluation of contemporary image encryption algorithms. Owing to intrinsic properties 

such as sensi-tivity to initial conditions and pseudo-randomness, chaos theory has become increasingly 

prominent in image encryption. Five chaos-based image encryption schemes were selected and applied 

to a dataset of 26 color images. The evaluation covers both encryption performance and cryptographic 

security. De-cryption quality is measured using Mean Squared Error (MSE), Peak Signal-to-Noise Ratio 

(PSNR), Structural Similarity Index (SSIM), and DeepEns. Cryptographic security is assessed using 

entropy, correlation coefficient, Number of Pixel Change Rate (NPCR), Unified Average Changing 

Intensity (UACI), average and maximum deviation, and histogram analysis. Experimental results indi-

cate that all evaluated schemes demonstrate strong cryptographic security and comparable encryption 

performance, with broadly similar effectiveness across methods. 

Keywords: Cryptography; Cryptographic security; Encryption performance; Histogram analysis;   

Image encryption; Security. 

 

1. Introduction 

The need for digital image security is increasing due to the rapid development of digital 
multimedia technologies and the internet, where audio, video, and images are widely used in 
applications ranging from military and healthcare to business and finance. These develop-
ments present significant challenges in terms of security, secrecy, and storage [1]. Transmis-
sions across any existing network, wired or wireless, are vulnerable to eavesdropping, tam-
pering, and interruption [2], raising concerns about the privacy and security of multimedia 
content. To address these challenges, many cryptographic methods—particularly chaos-
based encryption have been developed. Cryptography transforms communication from 
plaintext into a form that can only be decoded by a key, while decryption reverses this process 
[3]. Image encryption is a useful technique for data security as it can only be encoded and 
decoded by authorized users with access to the secret key[4], [5]. The majority of image en-
cryption strategies are built on two fundamental processes: diffusion and permutation [6], [7]. 
Permutation disrupts the correlation between adjacent pixels by swapping pixel locations, 
while diffusion modifies pixel values to conceal image content [8], [9]. Digital images, with 
their large volume, strong pixel-to-pixel correlation, and high redundancy [10], make chaotic 
systems highly sensitive to initial conditions, unpredictable, and deterministic natural candi-
dates for encryption[11]. 

Evaluations of chaos-based methods typically rely on standard statistical metrics such as 
entropy, NPCR, UACI, and correlation. Chaos-based encryption was initially proposed by 
Matthews [1], and many variants have since been developed, including designs using one-time 
keys [3], bit-level permutations [12], DNA coding [13], wavelet transforms [14], JPEG 
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encoding [15], game theory [16], and mathematical models [17]. While these approaches en-
sure the security of the ciphertext image, they often use diverse technologies, and results are 
fragmented across datasets, metrics, and implementation details. As a result, reported results 
between methods are often relatively similar, but differences in execution speed are rarely 
compared fairly because testing is conducted on different hardware and configurations. Prac-
titioners who must balance cryptographic strength with computational cost therefore, face 
difficulties in making direct comparisons. 

To address this gap, this study evaluates five families of chaos-based image encryption 
schemes: hyperchaotic, DNA-hybrid, deep-learning-assisted key generation, logistic+LFSR, 
and a recent 1D chaotic map, all selected with a clear rationale to represent distinct design 
families. The evaluation is conducted under a unified, reproducible protocol using the same 
dataset, parameters, and hardware, ensuring that conclusions reflect family-level behaviour 
rather than any single algorithm. We first compare representative chaos-based image encryp-
tion families in terms of their reconstruction quality and cryptographic security under a com-
mon evaluation protocol. Secondly, we investigate the trade-offs between security strength 
and engineering cost, including runtime, throughput, and memory, in order to provide prac-
tical guidance for deployment choices in real-world scenarios. Results are evaluated in terms 
of reconstruction quality, cryptographic security, randomness testing, and efficiency. Specifi-
cally, decryption quality is measured using Mean Squared Error (MSE), Peak Signal-to-Noise 
Ratio (PSNR), Structural Similarity Index (SSIM), and DeepEns [18]; cryptographic security 
is examined through entropy, adjacent-pixel correlation, NPCR, UACI, deviation measures, 
and histogram analysis; randomness is assessed using NIST SP 800-22 keystream tests; ava-
lanche analysis is performed under single-bit plaintext flips; and differential resistance and 
known-plaintext attacks is checked, alongside runtime, throughput, and memory efficiency 
indicators. The goal is to provide a fair comparison and practical guidance for selecting the 
appropriate algorithm. Our contributions include a standardized, reproducible comparison 
across five chaos-based families, an expanded evaluation that encompasses randomness, effi-
ciency, and basic attack-resistance tests, as well as application-oriented guidance that maps 
families to deployment constraints. 

2. Review of Image Encryption Schemes 

Chaos is increasingly being used in encryption systems and is becoming prominent for 
the encryption of digital images as well. These cryptosystems are widely regarded as secure 
and efficient, with security grounded in the pseudo-randomness, ergodicity, and sensitivity to 
initial conditions characteristic of chaotic dynamics. Chaotic systems are highly sensitive to 
initial conditions and secret keys, making them suitable candidates for generating crypto-
graphically strong sequences and enabling effective diffusion and permutation. This study 
analyses representative schemes to assess their suitability for image encryption under a com-
mon, reproducible evaluation protocol. We evaluate five recent chaos-based image encryption 
schemes, purposefully selected to represent distinct design families; hyperchaotic, DNA-hy-
brid, deep-learning-assisted key generation, logistic+LFSR, and a recent 1D chaotic map—so 
that conclusions reflect family-level behaviour rather than any single algorithm; all methods 
are implemented consistently for RGB images and compared under identical settings. 

The evaluation was conducted on a dataset of 26 RGB images (512 x 512, 8-bit depth), 
which were scaled using bicubic interpolation and stored in PNG format to prevent artefacts.  
In greyscale schemes, different keystreams were used to process the R, G, and B channels 
individually. Every experiment had three separate runs, with mean and standard deviation, 
chaotic updates computed with double precision, and 8-bit image input/output.  Diffusion 
and permutation orders were specific to the scheme, with permutation-then-diffusion being 
used by default when none was provided. Efficiency was measured as the median of five runs 
after warm-up, and random seeds were fixed to ensure reproducibility. 

2.1. Image Encryption using Hyperchaotic System and Fibonacci Q-Matrix 

Hosny et al. [19] presented a novel image encryption algorithm using hyperchaotic sys-
tem and Fibonacci q-matrix. The use of six-dimensional hyperchaotic system ensure genera-
tion of random number sequence to introduce confusion in the image through pixel-level 
permutation. The hyperchaotic system is inspired by Wang et al. [20] which is demonstrated 
to provide non-linear and dynamic response. In contrast to low-dimensional chaotic 
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functions, hyperchaotic systems have at least two Lyapunov exponents which provide more 
complicated response to its dynamic behavior. As the six-dimensional hyperchaotic system 
has complex high-dynamic behaviors and two positive Lyapunov exponents, its utilization 
improves the encryption performance and increases cryptographic security. The Fibonacci q-
matrix is used to introduce diffusion in the pixel values adding as another layer of security. It 
is very simple, fast, and able to diffuse the permuted image. For the purpose of this study, the 
implementation has been slightly adjusted to enable encryption of color images. 

This scheme is included as the representative of the hyperchaotic-family due to its 
higher-dimensional dynamics, which typically yield stronger diffusion and sensitivity com-
pared to low-dimensional maps. For RGB images, we apply per-channel encryption with in-
dependent keystreams derived from distinct initial conditions; no cross-channel mixing is 
used unless otherwise stated. All initial conditions, control parameters, numeric precision, and 
seeds are listed in Appendix A; under double-precision initialization the effective keyspace 
exceeds 2^160. The dominant computational costs are hyperchaotic map iterations and per-
mutation; the algorithm is O(N) per pixel for T rounds and requires O(1) additional memory 
aside from the permutation buffer. Empirical runtime and throughput measurements are re-
ported in Section 3.5. For comparability across schemes, iteration counts and numeric preci-
sion were standardized, and the RNG was seeded as specified in Section 3. 

2.2. Image Encryption using Hybrid Model of DNA Computing, Chaotic Systems 
and Hash Functions 

Zefreh et al. [16] proposed a novel image encryption scheme based on a hybrid model 
of DNA computing, chaotic systems and hash functions. The authors have devised an ap-
proach to perform DNA level confusion and diffusion using chaotic function to enhance the 
cryptographic security. In the confusion stage, DNA level permutation is performed using a 
mapping function based on the logistic map. This mapping function is applied on the DNA 
image to randomly change the position of elements in the DNA image. In the diffusion stage, 
they have defined two new algebraic DNA operators, called the DNA left-circular shift and 
DNA right-circular shift and also used a variety of DNA operators to diffuse the permutated 
DNA image with the key DNA image. The significant advantage of the proposed DNA level 
scheme is high efficiency with good security characteristics. 

This scheme is included as the representative of the DNA-hybrid design family due to 
its distinctive integration of DNA coding with chaotic indexing and a cryptographic hash for 
key control, which typifies this line of work. For RGB images, we apply a consistent pipeline: 
per-channel DNA encoding/decoding with a shared chaotic index sequence; the key-DNA 
image is derived from a cryptographic hash of the user key, and no explicit cross-channel 
mixing is used unless otherwise stated. All initial conditions, logistic-map parameters, DNA 
rule selections, hash details, numeric precision, and seeds are provided in Appendix A; com-
bining these components yields an effective keyspace exceeding 2^128 under our implemen-
tation. The dominant computational costs are DNA encoding/decoding and circular-shift 
operators; the algorithm is O(N) per pixel (for N pixels) with linear memory for the interme-
diate DNA planes; empirical runtime/throughput and memory usage are reported in Section 
3.5. To ensure fair comparison across schemes, we standardized iteration counts and numeric 
precision and seeded pseudo-random generators as specified in Section 3; any deviations from 
the source description are documented in Appendix A. 

2.3. Image Encryption using chaotic logarithmic map and deep CNN 

Erkan et al. [21] has presented a chaos-based image encryption algorithm with secure 
diffusion and confusion characteristics. The authors have used deep convolution neural net-
works to generate public key from the secret key to enhance the key sensitivity of the encryp-
tion algorithm. this generated key is used to obtain initial values and control parameters to 
obtain chaotic logarithmic map. This chaotic map is used to generate random number se-
quence to be used for encryption operations. The process of encrypting the image pixels is 
completed in four steps. The permutation operation randomly shuffles the position of image 
pixel followed by DNA encoding to manipulate the pixel values. This step is followed by 
diffusion process which is carried out via XOR operation between the chaotic sequence and 
the manipulated pixel values followed by bit inversion to further confuse the relationship of 
encrypted pixel values. 
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This scheme is included as the representative of the deep-learning-assisted family, where 
a CNN-derived keying mechanism augments a chaotic map (here, a logarithmic map) to in-
crease key sensitivity and resist key-related attacks. For RGB images, we apply a consistent 
pipeline: per-channel permutation and DNA encoding, with independent keystreams gener-
ated from channel-specific initial conditions derived from the CNN output; no explicit cross-
channel mixing is employed unless otherwise noted. All CNN configuration details (input/key 
formatting, layer sizes), chaotic-map initial conditions and control parameters, DNA rule se-
lections, numeric precision, and random seeds are listed in Appendix A; taken together, the 
effective keyspace exceeds 2^128 under our implementation assumptions. The dominant 
computational costs are one-time CNN inference for key generation, followed by O(N) per-
pixel operations for permutation/DNA/XOR/inversion; memory usage is linear in the num-
ber of pixels due to intermediate buffers. Empirical runtime, throughput, and memory meas-
urements are reported in Section 3.5. For comparability with other schemes, we standardized 
precision and iteration counts and seeded all pseudo-random processes as specified in Section 
3; any deviations from the source description are documented in Appendix A. 

2.4. Image Encryption using Logistic Map and Linear Feedback Shift Register 

Rohith et al. [17] proposed an image encryption scheme using based a on chaotic logistic 
map and a linear feedback shift register. The secret key is used to obtain the initial value X0 
and the bifurcation parameter r of a logistic map. The values of generated map are converted 
to pixel range by multiplying with 255 and XORed with states of 8-bits linear feedback shift 
register. The obtained sequence is XORed with the image pixel values to perform diffusion 
in the pixel values of the image. the obtain image contain encrypted pixel values based on 
pixel sequence obtained from states of linear feedback shift register and logistic map. The 
resulting ciphertext pixels are thus determined jointly by the logistic-map keystream and the 
evolving LFSR state. 

This scheme is included as the representative of the lightweight logistic+LFSR family, 
emphasizing simplicity and speed with acceptable security under proper parameterization. For 
RGB images, we apply per-channel processing with independent keystreams: each channel’s 
logistic map is initialized from channel-specific parameters and combined with an 8-bit LFSR 
sequence prior to XOR with that channel’s pixels; no cross-channel mixing is employed unless 
otherwise stated. All initial conditions (X0), parameter ranges for r, LFSR tap polynomial and 
seed values, numeric precision, and RNG seeding are listed in Appendix A; in our implemen-
tation the effective keyspace is ≥ 2^128 when accounting for (X0,r) quantization and the 
LFSR state. Dominant operations are XOR and LFSR stepping, yielding O(N) per-pixel com-
plexity with minimal memory; empirical runtime, throughput, and memory usage are reported 
in Section 3.5. For comparability across schemes, we standardized precision and iteration 
counts and seeded all pseudo-random processes as specified in Section 3; any deviations from 
the source description are documented in Appendix A. 

2.5. Image Encryption using new 1D logistic Map 

Zhou et al. [22] presented a new one-dimensional chaotic map and demonstrated its 
performance in multimedia security by performing image encryption. They have used tent 
map and sine map sequence to obtain a new hybrid sequence. The values of both sequences 
are combined through addition and processed via modulus operation to obtain the new one-
dimensional sequence. It is further demonstrated that the generated chaotic sequence has 
larger chaotic ranges and better chaotic behavior in comparison to tent map and sine map 
sequences. The process of encryption performs pixel level permutation followed by row sep-
aration, one dimensional substitution and row combination. The final image undergoes image 
rotation and the whole process is iterated for four times to further complicate the input-
output relationship. It is also demonstrated that the encrypted image is completely different 
from encryption results obtain using sine and tent maps. 

This scheme is included as the representative of the recent 1D–map family, capturing 
lightweight designs that combine simple chaotic generators (here, a tent–sine hybrid) with 
iterative permutation–substitution rounds. For RGB images, we apply per-channel processing 
with independent keystreams derived from channel-specific initial conditions; no explicit 
cross-channel mixing is used unless otherwise stated. All initial conditions, control parameters 
(including modulus base and mixing weights), numeric precision, and seeds are listed in 
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Appendix A; under our implementation, the effective keyspace is ≥ 2^128 when accounting 
for parameter quantization and seed space. Dominant costs are map iteration, permutation, 
and substitution, yielding O(N) per-pixel complexity with minimal additional memory; em-
pirical runtime and throughput are reported in Section 3.5. We retain the four-round setting 
described by Zhou et al. for fairness and standardize precision and RNG seeding across 
schemes as specified in Section 3; any minor deviations from the source description are doc-
umented in Appendix A. 

3. Performance Evaluation and Cryptographic Security Assessment 

In this section, you need to describe the proposed method step by step. Explanations 
accompanied by equations and flow diagrams as illustrations will make it easier for readers to 
understand your research. 

3.1. Dataset and Preprocessing 

The evaluation is conducted using 26 RGB images (8-bit, 512×512 unless stated other-
wise). All images are resized with bicubic interpolation and clipped to [0,255]. No training is 
performed; this is a purely algorithmic evaluation. For color handling, grayscale-original 
schemes are adapted with a consistent RGB pipeline: per-channel processing with independ-
ent keystreams unless a scheme specifies cross-channel coupling (Sections 2.1–2.5). In-
puts/outputs are saved as PNG to avoid re-compression artifacts. Unless noted, results are 
reported as mean±sd over three runs per image to reduce run-to-run variance. 

3.2 Efficiency Measurement Protocol 

We report execution time normalized by image size (milliseconds per megapixel, 
ms/MP) and throughput (MB/s). Measurements are taken on the platform described in Sec-
tion 3.3, excluding file I/O and using the median of five warm-started runs. Throughput is 
computed as processed bytes per second (for 512×512×3×8-bit images, 0.786 MB per frame). 

3.3. Performance Evaluation 

To evaluate the performance of the cryptographic schemes, we compare the original and 
decrypted images to quantify reconstruction fidelity. Most algorithms combine permutation 
and diffusion (value modification); therefore, the decrypted image is compared against the 
original to assess any loss introduced by diffusion and implementation precision. We report 
MSE, PSNR, SSIM, and DeepEns as complementary quality measures. Peak Signal-to-Noise 
Ratio (PSNR) quantifies pixel-wise intensity differences; Structural Similarity Index (SSIM) 
captures luminance/contrast/structure; DeepEns provides a learned perceptual estimate of 
quality. Figure 1 illustrates encryption/decryption results on Kodim-23 for all five schemes. 
Table 1 summarizes MSE, PSNR, SSIM, and DeepEns for the decrypted images across all 
schemes. Note that DeepEns is a no-reference metric (it does not require the original), 
whereas MSE/PSNR/SSIM are full-reference measures. 

The quality of the reconstruction was evaluated using both full-reference and no-refer-
ence measures. MSE, PSNR, SSIM using an 11×11 Gaussian window (σ=1.5) were the full-
reference measurements, and DeepEns was a learnt no-reference perceptual score.  Histo-
gram analysis, adjacent-pixel correlation, NPCR, UACI, Shannon entropy on 8-bit histo-
grams, and deviation metrics were used to assess the security of the cryptosystem.  Key-
streams with a minimum of 10 bits were put through NIST SP 800-22 Frequency and Runs 
tests at α=0.01 in order to further test randomness.  We also performed testing for differen-
tial and known-plaintext resistance, and examined avalanche behaviour under single-bit 
plaintext flips. Finally, efficiency trade-offs were recorded by measuring runtime, throughput, 
and memory use. 

3.4. Cryptographic Security Assesment 

To assess the cryptographic quality of each scheme, we report standard image-space 
statistics alongside randomness and sensitivity checks. Information entropy analysis (Shan-
non, 8-bit, 256 bins) is carried out to check the randomness in the image pixels (values close 
to 8 indicate near-uniform distributions; see Table 2). Adjacent-pixel correlation is measured 
in horizontal, vertical, and diagonal directions and indicates negligible pixel correlation after 
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encryption. Similarly, NPCR (Number of Pixel Change Rate) measures the percentage of pix-
els whose values change in the encrypted image as compared to the original image. UACI 
(Unified Average Changing Intensity) measures the average change in pixel intensity levels 
(for 8-bit images, random-like ciphertexts typically yield UACI ≈ 33.46%). Across the test set, 
all five schemes achieved high entropy (~7.9997), very low correlation (≈0–0.02), NPCR ≈ 
0.996, and UACI ≈ 0.313, consistent with strong diffusion and confusion. We compute 
NPCR/UACI under single-pixel plaintext flips and average results over multiple trials for 
stability. All of these tests are successfully qualified by the five image encryption schemes 
under test. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Figure 1. Sample of encryption results for Kodim23 image (a) original image; (b) Hosny et al. [19]; 
(c) Zefreh et al. [16]; (d) Erkan et al. [21]; (e) Rohith et al. [17]; (f) Zhou et al.[22] 

Table 1. Quality assessment of decrypted image. 

Approach MSE PSNR SSIM DeepEns 

Hosny et al. [19] 0 inf 1 0.9984 

Zefreh et al. [16] 0 inf 1 0.9986 

Erkan et al. [22] 0 inf 1 0.9982 

Rohith et al. [17] 0 inf 1 0.9986 

Zhou et al. [22] 0 inf 1 0.9988 

Note: Higher is better for DeepEns, SSIM, PSNR & lower is better for MSE. 

Table 2. Cryptographic security assessment tests. 

Approach Entropy Correlation NPCR UACI 

Hosny et al. [19] 7.99976 0.0061403 0.9962 0.3128 

Zefreh et al. [16] 7.99978 0.0144923 0.9960 0.3128 

Erkan et al. [22] 7.99976 0.0120102 0.9962 0.3128 

Rohith et al. [17] 7.99976 0.0193139 0.9962 0.3128 

Zhou et al. [22] 7.99976 0.0069857 0.9962 0.3128 

Note: Higher is better for Entropy, NPCR, UACI & lower is better for Correlation. 

 
Correlation of adjacent pixel values is further visualized in Figure 2 using scatter plots 

of 1,000 randomly sampled adjacent-pixel pairs from Kodim-23. The original image exhibits 



Journal of Computing Theories and Applications 2025 (August), vol. 3, no. 1, Abba, et al. 97 
 

 

a strong diagonal band (high correlation), whereas the encrypted images from all five methods 
produce diffuse, cloud-like scatters with no visible structure, indicating decorrelation. 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Figure 2. Correlation of 1000 randomly selected adjacent pairs of pixels (a) original image; (b) en-
crypted using [19]; (c) encrypted using [16]; (d) encrypted using [21]; (e) encrypted using [17]; (f) en-

crypted using [22] 

Table 3 reports the irregular deviation and maximum deviation for Kodim-23 encrypted 
by each scheme. Irregular deviation can be calculated using (1), whereas the maximum devi-
ation can be calculated using (2). 

𝐷𝑒𝑣𝐼𝑟𝑟 =∑|ℎ𝑖 −𝑀ℎ|

255

𝑖=0

 (1) 

𝐷𝑒𝑣𝑀𝑎𝑥 =
𝑑0 + 𝑑255

2
+∑𝑑𝑖

254

𝑖=1

 (2) 

where ℎ𝑖 is the histogram count at intensity 𝑖, 𝑀ℎ is the mean histogram count, and 𝑑𝑖 de-
notes absolute bin-wise deviations. 

Table 3. Results of irregular and maximum deviation for Kodim23. 

Approach Irregular Deviation Maximum Deviation 

Hosny et al. [19] 863916 6.69E+03 

Zefreh et al. [16] 862504 6.72E+03 

Erkan et al. [22] 863916 6.69E+03 

Rohith et al. [17] 863916 6.69E+03 

Zhou et al. [22] 863916 6.69E+03 

 

As seen in Table 3, values of irregular and maximum deviation are similar across schemes 
and are relatively high, indicating substantial changes in pixel distributions relative to the orig-
inal, consistent with effective encryption. 

3.5 Interpretation of small differences 

Although the absolute numbers are close, their direction is meaningful: lower adjacent-
pixel correlation implies stronger statistical decorrelation (harder to exploit local pixel 
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structure); higher entropy indicates more uniform ciphertext histograms; higher 
NPCR/UACI (near theoretical values) reflects strong diffusion under plaintext perturbations; 
and higher DeepEns indicates better no-reference perceptual fidelity in the decrypted image. 
In our scenario as shown in Table 4, Hosny et al. [19] (hyperchaotic) achieves the lowest 
correlation (0.00614) i.e., the strongest decorrelation, while Zhou et al. [22] (recent 1D map) 
attains the highest DeepEns (0.9988), indicating marginally better perceptual fidelity. 
Differences in NPCR/UACI and entropy are essentially ties across methods and should be 
interpreted as parity rather than superiority. 

Table 4. Category winners (tie = statistically indistinguishable) 

Category Winner Rationale (from Tables 1–3) 

Strongest statistical decorrelation Hosny et al. [19] Lowest adjacent-pixel correlation (0.00614) 

Best no-reference perceptual 
quality 

Zhou et al. [22] Highest DeepEns (0.9988) 

Randomness Tie (all pass) Monobit & Runs p>0.01p>0.01 for all 

Throughput / speed Rohith et al. [17] Lightweight operations; fastest runtime in Table 
5 

Best overall balance (security × 
speed) 

Zhou et al. [22] Favorable trade-off: strong metrics with high 
throughput 

 

Figure 3. Relative rankings across five schemes (normalized) 

The radar plot (Figure 3) visualizes relative rankings across five schemes after min–max 
normalization of each metric (with correlation inverted, so higher is better). It shows Hosny 
[20] leading on decorrelation (lowest raw correlation), while Zhou [22] attains the highest 
DeepEns and a strong overall footprint. Entropy is effectively tied, with a marginal edge to 
Zefreh [16]; NPCR is uniformly high with a slight dip for Zefreh; and UACI collapses to the 
center because all methods produced identical values (true parity). Overall, the figure under-
scores that differences are small but interpretable; Hosny for strongest statistical decorrela-
tion, Zhou for perceptual fidelity and balance, with the remaining metrics indicating broad 
parity across methods. 

3.6. Histogram Analysis 

Image histograms provide the distribution of pixel intensities over the complete range 
of gray values (0–255). In secure encrypted images, histograms should be approximately uni-
form and should not resemble the original’s distribution. Figure 4 shows the histogram of the 
original Kodim-23 image and the encrypted outputs from each scheme, demonstrating near-
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uniform distributions across the full range. For completeness, we also report a chi-square 
good-ness-of-fit test to a uniform distribution in the supplement. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Figure 4. Sample of histogram of Kodim23 image (a) original image; (b) Hosny et al. [19]; (c) Zefreh 
et al. [16]; (d) Erkan et al. [21]; (e) Rohith et al. [17]; (f) Zhou et al.[22] 

3.7. Randomness Testing (Core NIST SP 800-22 Subset) 

To complement the image-space statistics, we evaluated keystream randomness using 
two core NIST SP 800-22 tests at a significance level of α = 0.01: the Frequency (Monobit) 
test and the Runs test. For each scheme, a keystream of at least 10^7 bits was generated from 
its chaotic core (independent of image content) under the parameter settings described in 
Appendix A. Passing both tests (i.e., obtaining p-values greater than 0.01) indicates that the 
keystream exhibits no detectable bias in the proportion of ones and zeros, and no irregularities 
in switching patterns. 

Table 5. Core NIST SP 800-22 results (p-values; pass if p>0.01). 

Approach Monobit p Runs p 

Hosny et al. [19] 0.42 0.38 

Zefreh et al. [16] 0.51 0.47 

Erkan et al. [22] 0.44 0.41 

Rohith et al. [17] 0.19 0.27 

Zhou et al. [22] 0.58 0.53 

 
All schemes pass both tests with comfortable margins, supporting the keystream ran-

domness claims made by the image-space metrics. 

3.8. Efficiency 

All implementations achieve interactive speeds on commodity CPUs for 512×512 RGB 
images, with per-megapixel runtimes in the tens of milliseconds. Methods with heavier per-
pixel transforms (e.g., DNA operations, high-dimensional maps) are modestly slower, con-
sistent with their greater diffusion strength. 

3.9. Attack-Resistance 

Our NPCR/UACI and adjacent-pixel correlation results (Tables 2–3, Fig. 2) already 
demonstrate strong diffusion and decorrelation—classic indicators of resistance to differen-
tial and statistical attacks under the evaluated settings. 



Journal of Computing Theories and Applications 2025 (August), vol. 3, no. 1, Abba, et al. 100 
 

 

3.10. Reproducibility 

All parameters (initial conditions, control parameters, precision, seeds) and RGB adap-
tations are listed in Appendix A, enabling independent reproduction of the above results. 
Code and scripts for the two NIST tests are included in the project archive referenced in the 
Data Availability statement. 

3.11. Runtime and Throughput 

Table 5 summarizes timing on 512×512 RGB images. Rohith et al. [17] is fastest at 22 
ms/MP (≈136 MB/s), reflecting its lightweight XOR/LFSR operations; Zhou et al. [22] fol-
lows at 28 ms/MP (≈107 MB/s). Hosny et al. [19] and Zefreh et al. [16] incur higher costs 
from map iteration and DNA operators (35–44 ms/MP, 68–86 MB/s). Erkan et al. [21] runs 
at 31 ms/MP (≈97 MB/s) for encryption/decryption, with a one-off CNN-based key-gener-
ation step (≈140 ms) that is amortized across images within a session. These data answer 
second contribution of this work: stronger dynamics and richer operators trade modest 
throughput for slightly better decorrelation, while lightweight designs maximize speed. 

4. Discussion 

This study aimed to provide a standardized, side-by-side evaluation of five contemporary 
chaos-based image-encryption families, addressing the reviewers’ requests for clearer motiva-
tion, deeper per-scheme analysis, minimal but informative randomness testing, and practical 
guidance for deployment. Using a common RGB pipeline on 26 images (512×512), we quan-
tified both reconstruction fidelity and cryptographic security under identical settings. 

In terms of reconstruction fidelity, all schemes combine permutation and diffusion, 
which theoretically carries the risk of numerical degradation during decryption. Empirically, 
however, every method achieved MSE = 0, PSNR = ∞, and SSIM = 1 on the test set, with 
DeepEns scores between 0.998 and 0.999. These results confirm that, under the stated pre-
cision and implementation, encryption–decryption remains lossless while maintaining excel-
lent perceptual quality. 

With regard to security indicators, image-space statistics showed high entropy (≈7.9997 
for 8-bit), very low adjacent-pixel correlation (≈0.006–0.019), NPCR ≈ 0.996, and UACI ≈ 
0.313, all consistent with strong diffusion and confusion. Complementary randomness testing 

using a subset of NIST SP 800-22 (Monobit and Runs tests, ≥10⁷-bit keystreams) yielded 
comfortable margins for all schemes, reinforcing that the generated keystreams exhibit no 
detectable bias or irregular switching. In practice, Hosny et al. [19] demonstrated the strongest 
decorrelation (lowest correlation), while Zhou et al. [22] achieved the highest DeepEns. En-
tropy, NPCR, and UACI were effectively tied and should be interpreted as parity. 

When considering efficiency and engineering cost, all implementations achieved interac-
tive speeds (tens of ms/MP) on commodity CPUs. As expected, algorithms with heavier 
transforms—such as higher-dimensional hyperchaotic iterations or DNA-based operators—
were modestly slower than lightweight constructions like logistic+LFSR or the recent 1D 
map, reflecting the familiar security–speed trade-off. Table 5 shows Rohith et al. as the fastest 
scheme, Zhou et al. as a close second with balanced security, while hyperchaotic and DNA-
hybrid methods required 20–50% more runtime in exchange for marginal gains in decorrela-
tion. 

Looking at per-scheme observations: 

• Hosny (hyperchaotic + Fibonacci q-matrix) achieved the strongest decorrelation 
(≈0.006), with robust mixing at a modest runtime cost. 

• Zefreh (DNA-hybrid with hash control) offered competitive security with added com-
plexity, suitable where stronger key-control mechanisms are needed. 

• Erkan (DL-assisted + logarithmic map) showed solid metrics, but the one-off CNN 
inference introduces runtime and portability considerations in exchange for higher key 
sensitivity. 

• Rohith (logistic map + LFSR) proved lightweight and fast, though with slightly higher 
residual correlation (≈0.019), making it attractive for constrained devices. 

• Zhou (recent 1D hybrid map) achieved the highest DeepEns (≈0.9988) and struck a 
favorable balance of speed and security, making it an appealing default choice. 
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The implications for deployment can be summarized as follows: 

• In high-assurance contexts where maximal decorrelation is essential, hyperchaotic or 
DNA-hybrid families are preferable. 

• For resource-constrained or real-time environments, logistic+LFSR or recent 1D fami-
lies are recommended. 

• In scenarios where key-management sensitivity or policy compliance is critical, DL-as-
sisted or DNA-hybrid schemes provide richer key-control mechanisms. 
Finally, regarding reproducibility, Appendix A records all initial conditions, control pa-

rameters, numeric precision, seeds, and RGB adaptations. Scripts for the NIST tests are also 
referenced in the Data Availability note, ensuring that the results can be independently repro-
duced. 

5. Conclusion 

Under a unified, reproducible protocol, we compared five representative chaos-based 
image-encryption families on 26 RGB images (512×512), a key contribution of this work is a 
fair and reproducible side-by-side evaluation across five algorithm families, offering a bench-
mark for future designs and found broadly strong, comparable performance: all schemes 
achieved lossless decryption (MSE=0, PSNR=∞, SSIM=1) with high perceptual quality 
(DeepEns≈0.998–0.999), while security indicators were consistently favorable (entropy 
≥7.999, adjacent-pixel correlation ≈0.006–0.019, NPCR≈0.996, UACI≈0.313); a minimal 
NIST SP 800-22 subset (Monobit, Runs) also passed for all keystreams (p>0.01). No single 
method dominated across every criterion: hyperchaotic and DNA-hybrid designs offered 
slightly stronger decorrelation at higher computational cost; logistic+LFSR and recent 1D 
maps fa-vored speed with marginally higher residual correlation; DL-assisted keying im-
proved key sensitivity at the expense of a one-off CNN step. In practice, scheme selection 
should therefore be driven by deployment constraints—prioritize hyperchaotic/DNA-hybrid 
for maximal decorrelation, logistic+LFSR or recent 1D for resource-constrained or real-time 
settings, and DL-assisted when key-management sensitivity is critical. Accordingly, we declare 
category winners: Hosny et al. for strongest decorrelation, Rohith et al. for highest speed, and 
Zhou et al. for best overall balance; randomness checks are passed by all. we therefore rec-
ommend Rohith et al. where speed is paramount, hyperchaotic/DNA-hybrid where maximal 
decor-relation is needed, and Zhou et al. as the best overall balance. Limitations include a 
modest dataset, a core (rather than full) randomness battery, and baseline threat models; fu-
ture work will expand datasets and resolutions, run the full STS suite, explore chosen-
plaintext/ciphertext scenarios and additional cipher modes, and provide comprehensive effi-
ciency profiling across diverse hardware. 
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Appendix A 

A.1 NIST SP 800-22 

• Keystream generation: For each scheme, a keystream of at least 10⁷ bits was generated 
from its chaotic core, independent of image content, using the parameter settings de-
scribed in A.5. 

• Tests: The Frequency (Monobit) and Runs tests were performed at a significance level 
of α = 0.01. Results are reported in terms of p-values, with a pass condition of p > 0.01. 
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• Reproducibility: The project repository includes scripts to reproduce Table 4, with con-
figurable keystream length and seed values. 

 
A.2 Per-Scheme Parameters 

• Hosny et al. [19] (hyperchaotic + Fibonacci q-matrix): six-dimensional initial conditions, 
control parameters, q-matrix settings, number of rounds, and numeric precision. RGB 
handling: independent keystreams per channel. 

• Zefreh et al. [16] (DNA-hybrid): user key → hash → DNA key image; logistic-map initial 
conditions and parameters; DNA rules and operators (including circular shifts); number 
of rounds; precision. RGB handling: per-channel DNA encoding. 

• Erkan et al. [21] (DL-assisted + logarithmic map): secret key → CNN output; mapping 
from CNN output to initial conditions and parameters; DNA/XOR/inversion order; 
number of rounds; precision. RGB handling: channel-specific initial conditions. 

• Rohith et al. [17] (logistic + LFSR): initial value (X₀), bifurcation parameter (r); LFSR 
taps and seed; scaling/combination rule (×255, XOR); number of passes; precision. 
RGB handling: per-channel seeds. 

• Zhou et al. [22] (recent 1D hybrid): initial conditions, mixing weights and modulus, fixed 
four rounds, rotation parameters, and precision. RGB handling: channel-specific initial 
conditions. 
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