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Abstract: Incorporating deep learning models has marked a significant advancement in integrating 

trends and technology within the fashion industry. These models are extensively applied in the realm 

of image recognition, product recommendation, and trend prediction, employing deep learning tech-

niques such as Convolutional Neural Networks (CNNs), Generative Adversarial Networks (GANs), 

Recurrent Neural Networks (RNNs), and Autoencoders. This paper aims to cover various aspects of 

the textile industry’s supply chain processes, highlighting these deep learning techniques' present influ-

ence and potential future directions. It includes a comprehensive analysis of some of the most recent 

and well-recognized studies in the industry that focus on different parts of a product’s lifecycle in the 

industry, such as Design and Trend Forecasting, Production and Quality Control, Marketing and Sales, 

and Distribution and Retail. While deep learning has significantly improved the efficiency of processes 

across the supply chain, our review highlights some of the existing challenges, such as dependency on 

large datasets, manual annotation needs, and limitations in creative design generation, encouraging fu-

ture research to focus on more sophisticated models incorporating multimodal data and personalized 

factors like body types and aesthetic preferences. Additionally, areas like sewing pattern generation, 

body-aware designs, and ethical sourcing are critical areas of the fashion industry that require further 

exploration. 

Keywords: Autoencoders; Convolutional Neural Network; Deep Learning; Fashion; Generative AI; 

Generative Adversarial Network. 

 

1. Introduction 

In recent years, deep learning models have emerged as useful tools for resolving complex 
problems in various industries, including fashion. With e-commerce and social media usage 
rising, fashion and textile businesses are under tremendous pressure to immediately adapt to 
the newest trends and provide customized advice to their clients [1]. Deep learning models 
have proven incredibly effective at analyzing huge amounts of data, identifying patterns, and 
making predictions, making them the ideal solution to these issues. 

This literature review provides a fundamental understanding of popular deep learning 
techniques and explores the application of these techniques in multiple areas of the textile 
and fashion industry supply chain. The main categories chosen for review are design and 
trend forecasting, production and quality control, marketing and sales, and distribution and 
retail. These categories were further divided into modules such as fashion design generation 
and trend prediction, fabric defect detection, product recommendation systems, inventory 
management, and virtual try-on, respectively. 

Initially, papers that primarily focus on any deep learning techniques that demonstrate 
applications in any of the above areas within the fashion industry were chosen. In order to 
narrow down the scope, those published in the most recent years (2019 onwards) were cho-
sen. Further, to maintain the focus on some of the most recognized work, the selected papers 
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were filtered based on the number of times they had been cited by other published papers, 
ensuring that only those with significant academic impact were included. As Google Scholar 
is known for being a comprehensive data source for academic writing[2], it was used as the 
primary source of literature for this review. 

While there exists several deep learning models introduced throughout the years, this 
review primarily focuses on the popular deep learning techniques such as Convolutional Neu-
ral Networks (CNNs), Recurrent Neural Networks (RNNs), Autoencoders, and Generative 
Adversarial Networks (GANs). Applying these techniques in fashion design generation ena-
bles innovative and personalized designs. In trend prediction, these techniques enhance the 
ability to forecast fashion trends accurately[3]. In quality control, deep learning models signif-
icantly improve production standards and efficiency through fabric defect detection[4]. The 
review also covers the application of deep learning in distribution and retail, particularly in 
inventory management [5] and virtual try-on technologies [6], which enhance customer expe-
rience and operational efficiency. By consolidating insights from various application areas, 
the study underscores the transformative impact of deep learning on the future of fashion. 

The structure of this review is organized as follows. Section 2 explores the architecture, 
development, and technical details of the deep learning techniques previously mentioned, 
emphasizing their current applications and future potential. Section 3 organizes these tech-
niques into essential processes, such as design generation, trend prediction, production quality 
management, marketing approaches, and retail innovations, while also identifying limitations 
and gaps in their use. Section 4 provides a critical analysis of the work, comparing and as-
sessing different studies, highlighting research gaps and under-explored areas in each process. 
Lastly, Section 5 summarizes the overall influence of deep learning on the fashion industry, 
presenting potential avenues for future research to overcome current challenges and optimize 
the potential of these models. This structured review offers a comprehensive understanding 
of the relationship between deep learning and the fashion industry, highlighting both present 
progress and future opportunities. 

2. Deep Learning in The Fashion Domain 

Deep learning, a subset of ML algorithms that have gained popularity in recent years due 
to their ability to perform exceptionally well on a variety of tasks, has transformed the fashion 
industry in a revolutionary manner by providing progressive solutions for a variety of activi-
ties, including image recognition, recommendation systems, and fashion design. It involves 
using neural networks with several layers (therefore the term “deep”) to learn complicated 
information about data representations, similar to the function of the human brain. Each layer 
in the network transforms the given input towards producing the desired output. According 
to [7], the effectiveness of Deep Learning Models is commonly accepted to depend upon 2 
key elements. 
1. Massive datasets that contain millions of samples, 
2.  The significant computational power provided by the clusters of Graphics Processing 

Units(GPUs). 
Some of the popular Deep Learning Models in the fashion industry are CNNs, RNNs, 

Autoencoders, and GANs.  

2.1. Convolutional Neural Networks (CNNs) 

Computer processing systems called Artificial Neural Networks (ANNs) are modeled 
after biological nervous systems like the human brain. Neurons, the interconnected compu-
ting units that make ANNs, collaborate to learn from incoming data and maximize the output. 
ANNs are used to process a range of data sources, including image data, and can be learned 
using supervised or unsupervised learning methods. 

CNNs, which are a type of ANN, are employed largely for image processing and recog-
nition applications. They comprise layered, interconnected neurons that can recognize and 
extract image characteristics [8]. CNNs are geared toward the complex and high-dimensional 
data commonly present in images, as opposed to regular ANNs, which operate with struc-
tured data. Convolutional layers, which apply filters to the input image to extract features at 
various scales and orientations, are the primary invention of CNNs. Following the passage of 
these features via completely linked layers (Figure 1), the image is classified using extracted 
features. CNNs are frequently employed in the fashion industry for several key tasks, such as 
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image recognition, object detection, and segmentation. CNNs have shown promising results 
in various studies on fashion categorization tasks, such as identifying clothing categories and 
fashion styles and predicting fashion traits. 

 

Figure 1. Layers of a CNN [8] 

2.2. Recurrent Neural Networks (RNNs) 

RNNs are a type of artificial neural network that recognizes patterns in data sequences 
such as text, genomes, or time series. They are distinguished by their internal memory, which 
stores information about what has been processed and assists in predicting what will happen 
next. An RNN comprises nodes that create a directed graph along a temporal sequence, al-
lowing it to behave dynamically across time (Figure 2). Unlike ANNs, RNNs can interpret 
input sequences using their internal state (memory), making them particularly valuable for 
sequential decision-making[9].  

 

 

Figure 2. A simple illustration of a Recurrent Neural Network (RNN). The network processes the 

input sequence 𝑥0, 𝑥1, 𝑥2, . . . , 𝑥𝑡 through its hidden states ℎ0, ℎ1, ℎ2, . . . , ℎ𝑡 , and generates outputs 

𝑦0, 𝑦1, 𝑦2, . . . , 𝑦𝑡 . The arrows indicate the flow of information [9]. 

RNNs have made important contributions to the fashion and textile industries by fore-
casting demand, analyzing trends, and modeling customer preferences. RNNs have also been 
used in automated design and creative pattern generation[10], where they process historical 
design sequences to develop new clothing patterns and designs, assisting designers in produc-
ing fashion that is consistent with emerging trends. 

2.3. Autoencoders 

Autoencoders are neural network models comprising two main components: an encoder 
and a decoder. The encoder reduces the dimensionality of input data to a lower-dimensional 
representation, while the decoder reconstructs the original data from this compressed form 
(Figure 3), aiming to minimize the reconstruction error, i.e., the discrepancy between the 
original and reconstructed data. Autoencoders facilitate data compression, new data 
generation, and feature extraction, and can be expanded into deeper architectures to learn 
more complex data features and cater to various needs within the fashion industry. 

𝒙𝟎 𝒙𝟏 𝒙𝟐 

𝒉𝒕 𝒉𝟐 𝒉𝟏 

𝒚𝟏 𝒚𝟐 𝒚𝟎 𝒚𝒕 

𝒉𝟎 

𝒙𝒕 
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Among the various autoencoder types, Variational Autoencoders (VAEs) are particularly 
significant in the fashion industry. Introduced by Kingma and Welling [11], VAEs employ a 
probabilistic approach that integrates the encoder and decoder into a unified model. Here, 
the encoder maps input data to a probability distribution in a latent space, and the decoder 
uses this distribution to generate data that closely resembles the original input. VAEs not only 
aim to minimize reconstruction errors but also ensure the learned distributions closely match 
a predefined prior distribution. This model is advantageous over traditional autoencoders due 
to its ability to generate new, realistic samples, learn organized and continuous data 
representations, and handle incomplete data effectively. 

 

Figure 3. Basic Autoencoder Architecture[9]. 

2.4. Generative Adversarial Networks (GANs) 

GANs are becoming increasingly prevalent in the fashion industry, where they serve 
various applications, including image generation, style transfer, and outfit recommendation. 
Introduced by [12], a GAN consists of two competing models: a generative model, which 
aims to mimic the data distribution, and a discriminative model, which attempts to distinguish 
between the generated samples and the actual training data (Figure 4). This adversarial process 
enables the generation of high-quality, realistic images. Several variations of GANs have been 
developed to address specific needs within the fashion sector. Conditional GANs, for in-
stance, allow for the generation of images conditioned on certain attributes, such as the type 
or color of clothing. Progressive growth of GANs (ProGAN) enables the generation of in-
creasingly high-resolution images through a gradual training process, starting from lower res-
olutions[13]. These advanced GAN models have significantly enhanced the capacity to create 
detailed and varied fashion-related imagery, catering to various design and marketing applica-
tions. 

In addition to CNNs, RNNs, Autoencoders, and GANs, other deep-learning techniques 
have significantly impacted the fashion industry. Deep Neural Networks (DNNs) have pro-
vided foundational models capable of handling various complex tasks by stacking multiple 
layers to learn hierarchical representations of data[14]. Transformers, which utilize self-atten-
tion mechanisms, have revolutionized natural language processing and are now being applied 
to image and video understanding in the fashion domain [15]. Siamese Networks, known for 
their ability to compare pairs of inputs, are particularly useful for tasks such as fashion item 
similarity and verification[16]. Residual Networks (ResNets) employ skip connections to en-
able the training of very deep networks, thus enhancing performance on image recognition 
tasks crucial for fashion categorization[17]. These advanced deep learning models continue 
to drive innovation in the fashion industry, enabling more accurate predictions, enhanced 
image analysis, and improved design automation. 

 

Figure 4. Architecture of a GAN[18]. 

3. Applications of Deep Learning in Fashion/Apparel 

This section provides an in-depth review of the selected studies that present different 
deep-learning-based solutions for key processes within the textile industry’s supply chain. A 
summary of the reviewed papers under each category is provided in Table 1. 
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Table 1. Domain areas and papers reviewed 

Domain Sub Domain Description of the Study Year 
Deep Learning 

Techniques 
Applied 

Design and 
trend  

forecasting 

Fashion    
design    

generation 

[19] Given an unconstrained human image, the algo-
rithm accurately recovers the underlying garment 
sewing pattern accommodating cost-effective 3D 

garment design. 

2023 Transformer 
Network 

  
[20] A text-to-image synthesis model for designing 
intricate Indian clothing designs that capture details 

given in the text. 

2022 GAN 

  
[21] Creates unique product designs for the target 
category, providing designers with inspiration for 

work. 

2021 CNN, 
DCGAN, and 
Cond-GAN 

  

[22] compares the ability of StyleGAN and VQ-
VAE-2 in generating sewing patterns, where, alt-

hough not usable, patterns generated by VQ-VAE-2 
were truly new. 

2021 StyleGAN vs 

VQ-VAE-2 

  
[23] A generative model for African-style clothing 

design. 
2021 GAN 

  

[24] A framework for generating product designs, re-
trieving similar images, and recommending matching 
products, demonstrating the use of one DL architec-

ture for multiple areas. 

2020 VAE 

  
[25] Automated generation of fashion product im-

ages with the desired visual attributes while preserv-
ing other factors using supervised learning. 

2020 GAN 

  
[26] generation of new clothing patterns while using 
a style transfer neural network to add Dunhuang ele-

ments. 

2020 GAN 

  
[27] demonstrates a method to disentangle the ef-
fects of multiple inputs by customizing conditional 

GANs using a consistency loss function. 

2018 Cond-GAN 

  
[28] proposes a model that successfully designs new 
fashion products that compose features of trending 

fashion products with high demand. 

2018 CNN, VAE 

  

[29] proposes a two-stage GAN framework that gen-
erates a human segmentation map and a garment for 

dressing the wearer, given the image of a person. 
Achieved the best results when compared with four 

other baseline approaches. 

2017 GAN 

 
Trend 

Prediction 

[30] Forecast the popularity of new fashion products 
by extracting visual features and textual descriptions 

instead of historical data. 

2022 QAR neural 
network 

  
[3] Short-term sales prediction of new fashion prod-
ucts by feature extraction, clustering, and classifica-

tion. 

2022 CNN, Vanilla 

NN 

  

[31] Trend prediction of a given product considering 
relations among fashion elements and user groups. 

Uses a sliding temporal attention mechanism to cap-
ture temporal patterns for long-range forecasts. 

2021 RNN, LSTM 

  
[32]predicts dominant colors and styles for each sea-
son and popular outfit combinations. The quality of 
prediction depends on the quality of training data. 

2021 RCNN 

  
[33] forecasts fashion trends of people in various 

groups using an LSTM encoder-decoder framework 
to model time series fashion data. 

2020 RNN, LSTM 
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Domain Sub Domain Description of the Study Year 
Deep Learning 

Techniques 
Applied 

Quality 

Control 

Fabric defect 
detection 

[34] uses an advanced CNN-based model to detect 
small-scale fabric defects. 

2022 YOLOv4 

  

[35] Optimizes a CNN model using False-Negative 
reduction methods as undetected defects have a 

higher impact than non-defective fabrics detected as 
defective, attaining an accuracy level of 95%. 

2021 CNN 

  
[4] Addresses the manual annotation cost of datasets 
with a segmentation network and decision network 

achieving real-time defect detection. 

2021 CNN 

  
[36] improves a Faster R-CNN model using a deep 
residual network for feature extraction and multi-

scale fusion to achieve small object defect detection. 

2020 Faster R-CNN 

  

[37] Synthesizes defects into new fabrics using a 
GAN model trained on individual defect types. 

Demonstrates the potential of these synthetic da-
tasets by training fabric defect detection models. 

2020 GAN 

  

[38] extends the standard DCGAN by adding an en-
coder to reconstruct query images without defects, 
then subtracts the reconstruction from the original 

image to highlight possible defect areas. 

2019 DCGAN 

  

[39] addresses limitations in the training dataset by a 
model trained to synthesize and incorporate realistic 
defects in new defect-free samples with varying tex-

ture backgrounds. 

2019 Multistage 

GAN 

Marketing 

and Sales 

Product rec-
ommendation 

systems 

[40]A sequence-to-sequence generative model is 
trained on Semantic IDs from a user session to pre-

dict the next item the user will interact with. 

2023 Transformer 
Network 

  
[41] extracts required features from the given prod-
uct image and recommends novel and related prod-

uct items, addressing the cold start problem. 

2021 DNN 

  
[42] Given a clothing collocation, it produces a score 
that indicates the degree to which the clothes match. 

2021 DNN 

  
[43] A style recommendation model trained on ex-
pert-recommended clothing styles for each body 

type. 

2021 GoogleNet, In-
ceptionv3, 
BiDNN 

  
[44] A similar image based on the features and tex-

ture is recommended for a given fashion image using 
the Cosine Similarity Measure. 

2020 CNN 

  
[45] A Sketch-to-Product fashion retrieval model 

and a vector-based fashion recommendation model 
that uses implicit user profiling. 

2020 GAN, CNN, 

DNN 

  
[46] recommends patterns by considering the color 

compatibility of the textile products. 
2020 CNN 

  

[47] Outfit complementary item retrieval using a cat-
egory-based subspace attention network (CSA-Net). 
A CNN extracts visual features, CSA-Net captures 
item similarity through embeddings, and KNN re-

trieves compatible items. 

2020 CNN, CSA-Net 

  

[48] Given an image of a person, identifies the best 
garments for their body shape, showing its effective-
ness over body-agnostic recommendations through 

automated metrics and human feedback. 

2020 CNN 

  

[49] proposes a model that takes multiple modes of 
input (product images, descriptions, review texts) 
and provides a list of fashion recommendations. 

2019 Stacked 

Convolutional 

Auto-encoders 
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Domain Sub Domain Description of the Study Year 
Deep Learning 

Techniques 
Applied 

Distribu-
tion and 

Retail 

Inventory [50] A multi-class outfit image classification model 
that improves training time and fine-grained accu-

racy over traditional branching CNNs. 

2021 CNN 

  
[51] provides 5 different architectures of CNN mod-
els for classification, comparing their accuracy over 2 

datasets. 

2020 CNN 

 

Virtual 

Try-On 

[52] A refined image-based VTON system that ad-
dresses issues in earlier models, such as errors in hu-

man representation, dataset, network design, and 
cost function. However, it is limited to simple cloth-

ing and standard human poses. 

2020 CNN 

  

[53] An AR-based fashion design system, where a 
sketch and theme image are fed into a Controllable 
GAN to generate dresses, and the virtual apparel is 

visualized in real-time. 

2022 GAN 

  
[54] Garments are automatically placed on human 
models in any pose, with alignment, stitching, and 
result refinement all handled by a single network. 

2020 GAN 

  

[55] A video virtual try-on system that transfers 
clothes onto a person and creates realistic videos in 
any pose using flow-guided fusion for smooth syn-
thesis, a warping net for clothes and texture refine-

ment, and parsing constraint loss to fix segmentation 
misalignment. 

2019 GAN 

  

[56] seamlessly transfers clothing onto a person in an 
image using a coarse-to-fine approach, showing that 
2D image-based synthesis can be a cost-effective al-

ternative to 3D methods. 

2018 GAN 

3.1. Design and Trend Forecasting 

3.1.1. Fashion Design Generation 

Deep learning can be used to enhance fashion design by automating the creation of 
innovative and aesthetically pleasing designs, exploiting neural networks to learn and replicate 
intricate patterns and styles from vast datasets of existing fashion items. This technology en-
ables designers to rapidly prototype and experiment with new ideas, reducing time and costs 
associated with manual design processes while maintaining high levels of creativity and 
uniqueness. 

Study [24] emphasizes how consumers can create fashion products that suit their tastes 
by using VAEs’ capacity to generate latent codes for generative modeling and feature extrac-
tion. Additionally, the paper offers encouraging outcomes for image retrieval and clustering 
using VAEs, with mAP for the top-10, top-25, and top-50 most similar image retrieval reach-
ing 0.95. The application can also take advantage of image extraction algorithms and user-
generated latent codes for various cross-product recommendations. As demonstrated in the 
paper, this is a helpful tool for the fashion industry. Further aiding the production of new 
fashion items with popular styles learned from historical data [28] introduced a model fusing 
CNN with VAE. Incorporating both product features and popularity information derived 
from transaction data, products are automatically designed based on discovered popular 
styles. Regardless of the model's flexibility in replacing transactional data with consumer pref-
erence data (votes) for more relevant results, the proposed approach is highly dependent on 
the dataset used and may not be practical in a dynamic industry like fashion and textile. 

As we observed, a rather unexplored application of deep learning in fashion is the gen-
eration of sewing patterns to aid garment production. Research [22] compared the perfor-
mance of StyleGAN and VQVAE-2 in generating sewing patterns for garments. However, as 
demonstrated in the experiments, both models failed to produce sensible results due to the 
limited training data, according to the author. However, the study provides an idea to build 
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upon and introduce more accurate techniques to generate sewing patterns for garments that 
precisely fit the defined silhouette. Meanwhile, [19] proposed Sewformer, a two-level Trans-
former network for sewing pattern prediction given an RGB image of an outfit. Although the 
model’s ability is limited to generalized clothing designs, it paves the way for further explora-
tion of similar models that help customize patterns to fit individual silhouettes, apply different 
styles to basic patterns, and consider the effect of different fabrics and textures on sewing 
patterns. 

Also aiding in garment design tasks, FashionGAN was proposed [29], where a fresh 
garment design is created using a combination of a wearer’s photograph and a textual descrip-
tion of the desired outfit. This technique helps create new designs efficiently, cutting the time 
and expense needed for conventional design techniques. Additionally, it may be utilized to 
produce personalized designs for each user based on their personal preferences and needs. 
Yet, it’s essential to point out that FashionGAN does not necessarily help produce any unique 
or creative designs but simply paints the picture based on the artist’s description. 

Focussing on image reconstruction, [25] created images of fashion products with appro-
priate visual characteristics using a DA-GAN (Design Attribute GAN) model. Experiments 
on a sizable fashion dataset demonstrate the promise of GAN for attribute-aware generative 
design. This helps designers solve challenges faced in their devotion to specific ideals and the 
expanding demands of consumers. To regulate the color, texture, and shape of a generated 
garment image, [27] provided a way to decouple the impacts of various input factors in GANs. 
The technology is based on customized conditional GANs with consistency loss functions. 
The generator offers the chance to create and modify fashion images quickly. Adding more 
color inputs can enhance the approach to allow texture input directly from a picture or an-
other piece of content and more sophisticated control over the production process, improv-
ing fashion product design and adjustment. 

Aiding in fashion image generation, [21] proposed an “emotionally intelligent” model 
for designing and recommending fashion products to solve the cognitive differences between 
designers and consumers in emotional product design. The approach consists of two models; 
a product image recognition model based on CNN and a design generation model comprised 
of a DCGAN and Conditional GAN. While the image recognition model was used for image 
labeling, the generation model generated unique product designs, in this case, male and female 
footwear. Experiments conducted depict the model’s capability to generate intricate details 
of each style of footwear and distinctly identify and learn the differences between each cate-
gory (formal, casual, male, female). 

GANs have also been used to create fashion datasets that resemble unique traditions 
and cultures, which can potentially help provide personalized recommendations, as seen in 
[20] which introduces a GAN-based text-to-image synthesis model Vastr-GAN for creating 
complicated Indian clothing designs. Numerous trained GAN models have been integrated 
into the research. The model successfully captured the details provided in the text descriptions 
through thorough testing on the dataset. Similarly, [23] and [26] also propose models for 
generating designs with different traditional elements. These studies could inspire the design 
of more fashionable items incorporating traditional elements as well as other environmental 
factors. 

3.1.2. Trend prediction 

Trend prediction systems enable designers and retailers to anticipate and respond to 
emerging consumer preferences and market demands. By identifying patterns and predicting 
future trends, businesses can make informed decisions about design, production, and inven-
tory management, reducing the risk of overproduction and stockouts. 

Knowledge Enhanced Recurrent Network Model (KERN) is a forecasting model pro-
posed by [33] for forecasting fashion trends of people in various user groups (defined by 
geographical region, age, and gender), leveraging both internal and external knowledge. In-
spired by Deep Recurrent Neural Networks, the model uses an LSTM encoder-decoder 
framework to model time series fashion data. LSTM encoder decoder architecture is a type 
of RNN, specifically designed to remember information for long periods of time. Extending 
this work, the researchers also propose a Relation Enhanced Attention Recurrent (REAR) 
network [31], which considers relationships among fashion elements as well as those among 
user groups for improved accuracy. 



Journal of Future Artificial Intelligence and Technologies 2024 (December), vol. 1, no. 3, Imtiaz, et al. 209 
 

 

Neo-fashion [32] used a different approach to predict dominant colors in each season, 
seasonal styles, and popular outfit combinations by combining computer vision and machine 
learning. The system uses a Region Convolutional Neural Network (RCNN) to detect clothes 
on the model in the images from the prepared catwalk images dataset and uses the K-means 
algorithm for trend analysis and forecasting. To forecast demand for an end product, [3] uses 
historical sales data for short-term sales prediction (weekly) of new fashion items. This intel-
ligent forecasting system extracts the product image features using CNN, identifies the clus-
ters for product historical sales data using the K-means algorithm, and classifies accordingly 
using a vanilla neural network which outperformed Support Vector Machines (SVM), Ran-
dom Forest (RF), and Na¨ıve Bayes (NB). Addressing the limitation of needing historical 
product data for trend forecasting, [30] forecasts the popularity of new products that lack 
historical data using a multimodal multilayer perceptron (FusionMLP) and a Quasi-Auto-
Regressive (QAR) neural network. 

While various trend forecasting systems exist that consider different data sources, studies 
can be conducted to analyze and identify which yields the best results for a given context. 

3.2. Quality Control 

3.2.1. Fabric defect detection 

Fabric defect detection is critical for quality control and efficiency in the fashion and 
textile industry. Most studies in this domain employ CNN-based models with high accuracy 
to automatically identify and classify defects, such as holes, tears, stains, and weaving incon-
sistencies. However, a concern raised in many studies within this domain is the lack of data 
representing all fabric defects. 

A study [36] introduced an improved Faster R-CNN for fabric defect detection. Its im-
provements include using a deep residual network for feature extraction instead of the con-
ventional method (VGG-16), multiscale fusion to detect small object defects, and softmax 
regularization to improve network convergence ability and classification accuracy. Likewise, 
[35] optimized a CNN-based model developed for fast and automatic defect detection using 
False-Negative reduction methods, as undetected defects have a higher impact on businesses 
than non-defective fabrics detected as defective. To reduce manual annotation effort for la-
beling training data of such models, [4] developed a CNN for fabric defect segmentation and 
detection, where with only 50 defect samples, the model achieved real-time defect detection 
capability. Following these studies, [34] presented a YOLOv4 (an advanced CNN-based 
model) improved for detecting small-scale fabric defects close to the background shape. The 
paper also suggested an improved SPP (Spatial Pyramid Pooling) structure that can be adapted 
to other YOLO models to improve detection accuracy. 

In contrast to the above-discussed studies, some studies utilized generative models for 
synthesizing and detecting fabric defects. Research [38] automatically detects defects in fabrics 
extending the standard DCGAN by introducing a new encoder component. This extension 
helps reconstruct a given query image such that no defects but only normal textures will be 
preserved in the reconstruction. Then, subtracting the reconstruction from the original image 
creates a residual map to highlight potential defective regions. Addressing limitations in the 
training dataset mentioned earlier, [39] combined a deep semantic segmentation network with 
a multistage GAN trained to synthesize and incorporate realistic defects in new defect-free 
samples with varying texture backgrounds. By continuously updating the fabric defect dataset, 
the multistage GAN contributes to fine-tuning the deep semantic segmentation network. 
Similarly, [37] trained a GAN model on individual defect types in an image-to-image transla-
tion framework requiring a limited annotated training dataset and synthesized defects into 
new fabrics at the locations specified by a segmentation mask of arbitrary shape. The authors 
also successfully demonstrated the potential of these synthetic datasets for developing versa-
tile fabric defect detection models. 

While studies like those by [36] and [34] have improved detection accuracy and addressed 
small-scale defect detection, the reliance on extensive manual annotation still remains a chal-
lenge, as highlighted by [4]. In addition, although generative models like those proposed by 
[38] and [39] offer innovative approaches to augment datasets with synthetic defects, the ef-
fectiveness of these synthetic datasets in real-world applications requires further validation. 
More research on integrating various deep learning models to create a robust, end-to-end 
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defect detection system that can handle diverse fabric textures and defect types with minimal 
manual intervention can also be explored within this problem domain. 

3.3. Marketing and Sales 

3.3.1. Product recommendation systems 

Regardless of the application domain, recommender systems have been employed in 
several areas including e-commerce, entertainment as well as education platforms. The fash-
ion industry is one such area where recommender systems are heavily used. These systems 
use various deep-learning techniques to provide personalized shopping experiences and im-
prove customer satisfaction. While there are various reviews [57]–[60] conducted solely on 
recommender systems that employ neural networks, this section briefly outlines a few. 

While most early recommender systems consider only single input sources, Deep-MINE 
[49], a recommendation model employing stacked convolutional auto-encoders, takes multi-
ple content sources such as product images, textual descriptions, and reviews to provide a 
suitable recommendation list. As this system only considers consumer purchase behavior, it 
could be further extended to consider other influential factors that affect consumer purchase 
decisions. 

Although not “personalized” as claimed in its title, [44] proposed a recommender system 
that recommends outfits similar to the given fashion image based on the features and textures 
identified. This was implemented using a CNN and Cosine similarity measure. Providing a 
similar capability, [41] introduced a recommendation model built on a DNN. In addition to 
the query image, this model also recognizes the gender of the given outfit to recommend 
suitable items. Also addressing the fashion product retrieval task, [45] proposed a Sketch-
Product fashion retrieval model and a vector-based user-preferred recommendation model 
using an implicit user profiling method. The model employs a GAN to up-sample sketches, 
a CNN to convert to image features, and a DNN to learn fashion profile. 

Aiding in complimentary product recommendation tasks, [46] introduces a model that 
considers the color compatibility of textile products and recommends matching patterns. Sim-
ilarly, [47] suggests a complementary item retrieval model using a Category-based Subspace 
Attention network (CSANet). Incorporating a CNN for visual feature vector extraction and 
a KNN for compatible item retrieval, this system’s capability was well demonstrated on fash-
ion outfits. These models are ideal candidates to be used along with design generation or 
styling systems for fashion products. Further enhancing these use cases, [42] introduces a 
model that produces a score that indicates the degree to which given clothing pairs match. 
Unlike other similar systems, this model considers both clothing design as well as clothing 
color collocation. In contrast to the above discussed, [40] trains a generative model, specifi-
cally a Transformerbased sequence-to-sequence model, to predict the Semantic ID of the 
next item that the user will interact with, given Semantic IDs for items in a user session. 

A rather less explored gap within the domain, as we observed, is the inclusion of differ-
ent body types in these recommendation models, to provide consumers the opportunity to 
make more informed fashion choices. Studies [43] and [48] are among the few such body-
aware garment recommendation systems. Study [48] proposed ViBE, a VIsual Body-aware 
Embedding system, that identifies the most complementary garments to the body shape iden-
tified from the given image of the person. This employs a CNN to mine attributes for dresses. 
Research [43] used GoogleNet Inception-v3, a CNN-based model, and a Bidirectional sym-
metrical DNN (BiDNN), VAE-based, to recommend clothing styles for each body type as 
recommended by fashion experts. 

3.4. Distribution and Retail 

3..4.1. Inventory management 

Deep learning techniques are useful in improving inventory classification and manage-
ment in the fashion and textile industry by enabling precise categorization and efficient han-
dling of stock. While trend forecasting systems discussed previously are highly important for 
efficient inventory management, product classification systems help automate various manual 
tasks. The Condition-CNN model proposed by [50], solves the drawbacks of other existing 
models by reliably and efficiently predicting many levels of classes. In comparison to baseline 
CNN models, Condition-CNN provides higher prediction accuracy while using fewer train-



Journal of Future Artificial Intelligence and Technologies 2024 (December), vol. 1, no. 3, Imtiaz, et al. 211 
 

 

able parameters using the “Teacher Forcing” training technique with conditional probabili-
ties. This method can be used in the fashion sector to precisely classify photographs based 
on their class hierarchy aiding in product recommendation, visual search, and image retrieval. 
The work of [51] also recommends CNNs for image classification demonstrated on hand-
written digits and clothing items. The study demonstrates the model's effectiveness by achiev-
ing high accuracy rates for MNIST and Fashion-MNIST datasets. 

3.4.2. Virtual try-on 

Virtual try-on technology provides realistic and interactive experiences for customers by 
allowing them to visualize clothes and accessories without wearing them physically. Utilizing 
deep learning techniques in the process ensures that garments fit naturally and look realistic 
to customers, thereby increasing purchase confidence and decreasing return rates. 

The virtual try-on network used in VITON by [56] uses a GAN that uses a multi-task 
encoder-decoder and a refinement network to realistically transfer apparel from product pho-
tos to a human while using RGB images. The proposed technique could be used in online 
shopping and virtual fitting rooms to let customers virtually try on clothing before purchasing. 
Personal styling advice, virtual wardrobe organizing, and even virtual fashion shows can be 
potential future uses for this technology. The FW-GAN is a revolutionary framework that 
creates visually realistic videos for a “video virtual try-on system” [55]. It employs a warping 
net to enhance clothing textures, a flow-guided fusion module to warp previous frames and 
a parsing constraint loss to fix misalignment problems. It outperforms previous techniques 
in terms of producing realistic and coherent movies with excellent outcomes for virtual try-
ons. Other than fashion, the FW-GAN can also be used in entertainment and gaming indus-
tries where video-based virtual try-on is desirable. Poly-GAN is a conditional GAN that en-
ables fashion synthesis by autonomously placing a reference cloth on human models in vari-
ous positions and dressing them in various outfits [54]. In contrast to earlier efforts that re-
quired numerous networks, it uses a single architecture to carry out many functions, such as 
matching the fabric item with the human position, stitching the cloth, and improving the 
output. Fashion items unique to each customer depending on his/her body form, size, and 
style preferences could be created using this approach. Additionally, Poly-GAN is also a po-
tential plugin for both online and offline clothing retail stores. 

Research [53] utilizes a conditional GAN-based model to generate synthetic fashion im-
ages capturing the colors and textures of a given theme image according to a base sketch of 
a design. The model then uses OpenCV for computer vision-based AR and integrates with 
the GAN component to map the generated image to human body coordinates. This research 
mainly focuses on bridging the gap between virtual try-ons and theme-based fashion design. 

Employing a CNN, CP-VTON+ [52], an enhanced image-based virtual try-on system, 
addresses shortcomings in earlier methods, such as inaccuracies in human representation and 
the dataset, network architecture, and loose cost functions. Both quantitatively and qualita-
tively, the system greatly outperforms modern contemporary techniques. However, it is also 
noted that a 2D image-based technique has drawbacks when dealing with various human 
stances and attire. Therefore, we believe 3D reconstruction may be more appropriate for 
related business use cases. 

4. Critical Analysis of Work 

Studies reviewed on design and trend forecasting demonstrate the promising application 
of deep learning techniques in generating clothing designs and predicting fashion trends. Re-
search [24] and [28] showcase the potential of VAEs and CNN-VAE hybrids to generate 
designs and recommend products based on learned styles. However, the dependency on the 
quality and diversity of training datasets remains a critical limitation, which may affect the 
practical applicability of these models in the dynamic fashion industry. While [19] and [22] 
explored the generation of sewing patterns using deep learning, the limited training data sig-
nificantly hampered the effectiveness of their models, indicating a need for larger, more di-
verse datasets and further model refinement. Additionally, during this review, a limited num-
ber of studies were observed that focused on sewing pattern generation despite it being a 
complex process where designers actually need significant help. More research is needed to 
address this gap and assist designers in automating this intricate task. Moreover, although 
FashionGAN [29] and subsequent studies like [21] and [25] highlight the innovative use of 
GANs in design generation, they primarily focussed on generating designs from predefined 
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descriptions or styles rather than encouraging true creativity. This shows that while these 
models can aid designers in their work, they may not fully replace the creative process inherent 
in fashion design. 

The studies on trend prediction systems highlight diverse methodologies for enhancing 
fashion trend forecasting. KERN [33] and its extension REAR [31] leverage LSTM and at-
tention mechanisms to capture trends across user demographics. Research [32] adopts a com-
puter vision-centric approach using RCNN and Kmeans clustering, emphasizing image-fo-
cused trend prediction. Study [3] combines CNNs and traditional ML algorithms for short-
term sales predictions, while [30] addresses data scarcity using multimodal MLPs and QAR 
neural networks. These studies collectively underscore the complex nature of trend forecast-
ing, each contributing unique insights and methods. However, a critical comparative analysis 
of these approaches in their application contexts is necessary to discover their relative efficacy 
and applicability, which could guide businesses in selecting the most appropriate forecasting 
system tailored to their needs. 

Fabric defect detection is a critical area where deep learning has shown substantial pro-
gress, yet significant challenges remain. Studies like [34] and [36] have improved defect detec-
tion accuracy using enhanced CNN-based models, addressing issues such as small object de-
tection and convergence ability. However, the need for extensive manual annotation of train-
ing data, as pointed out by [4], poses a significant bottleneck, limiting scalability and real-
world applicability. Generative models proposed by [38] and [39] offered innovative solutions 
to augment datasets with synthetic defects, which can diminish some of the data scarcity is-
sues. Nevertheless, the real-world effectiveness of these synthetic datasets needs further val-
idation, as discrepancies between synthetic and actual fabric defects might still exist. Using 
deep learning to create a robust, end-to-end defect detection system that can handle diverse 
fabric textures and defect types with minimal manual intervention is a promising direction for 
future research, addressing the current gaps in the literature. 

The studies cited on product recommendation systems reveal significant advancements 
and diverse approaches that utilize deep learning to enhance personalization and customer 
satisfaction. Early systems like Deep-MINE [49] innovatively integrated multiple content 
sources to generate recommendations, yet they remain limited by focusing predominantly on 
consumer purchase behavior, neglecting other influential factors such as social trends and 
contextual data. Similarly, [41] and [44] propose models based on CNN and DNN, respec-
tively, for image-based outfit recommendations, but their personalization abilities are limited 
by their relatively narrow focus. More advanced models, such as the Sketch-Product fashion 
retrieval system by [45] and complementary item recommendation models by [46] and [47], 
demonstrated the potential of GANs and CSA-Nets in enhancing fashion product retrieval 
and matching tasks. These studies, however, often overlook the complexity of integrating 
design aesthetics and user preferences. Although [42] and [40] provided novel methods for 
evaluating clothing pair compatibility and predicting user interactions using generative mod-
els, they do not fully address the personalized needs of diverse body types. The inclusion of 
body-aware recommendation systems by [43] and [48] marks an essential step towards more 
inclusive fashion recommendations, highlighting the need for further research in incorporat-
ing diverse body types and personalized fitting into recommendation algorithms to ensure 
broader applicability and consumer satisfaction. 

Additionally, inventory management in the fashion industry can be greatly improved 
through deep learning-based classification systems. The Condition-CNN model [50] and 
other similar models like those proposed by [51] show high accuracy in classifying fashion 
items, which is crucial for efficient inventory management. However, these models also rely 
heavily on extensive and well-annotated training datasets, highlighting a common challenge 
across deep learning applications in fashion. Enhanced methods for dataset augmentation 
and annotation efficiency, possibly through semi-supervised or unsupervised learning tech-
niques, could address this limitation and enhance the applicability of these models in realworld 
scenarios. 

In virtual try-on technology, deep learning techniques have significantly enhanced the 
realism and interactivity of virtual fitting experiences. Models such as VITON [56] and FW-
GAN [55] demonstrate the ability of GANs to transfer apparel onto human models with high 
visual fidelity, which can transform online shopping by reducing return rates and increasing 
customer satisfaction. However, these models often struggle with varying human poses and 
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attire complexities, suggesting that future developments might benefit from incorporating 3D 
reconstruction techniques for more accurate representations.  

5. Conclusions and Future Work 

In conclusion, deep learning has revolutionized the fashion industry by improving the 
efficiency of tasks throughout the fashion industry’s supply chain. CNNs, RNNs, Autoen-
coders, GANs, Transformers, and other deep learning models have proven to be effective 
tools for various tasks, from image recognition and defect detection to product recommen-
dation and virtual try-on systems. These technologies have enabled more accurate and effi-
cient processes, contributing to better customer experiences and streamlined operations 
within the fashion sector. However, challenges such as the dependency on large, high-quality 
datasets, the need for extensive manual annotation, and the limitations of current models in 
generating truly creative designs or accurately representing the influential factors that affect 
clothing choices, such as different body types remain significant. 

Future research should focus on developing more sophisticated deep-learning models 
that can handle the fashion industry's dynamic nature and consumers' diverse needs. This 
includes creating larger and more diverse training datasets, enhancing model architectures to 
improve accuracy and reduce the need for manual annotation, and integrating multimodal 
data sources to capture a wider range of influential factors in trend forecasting and product 
recommendation. Additionally, exploring the use of 3D reconstruction for virtual try-on sys-
tems and incorporating diverse body types into recommendation models will ensure more 
personalized and inclusive fashion experiences. The aspect of assessing personal preferences, 
i.e. aesthetic and emotional connotations associated with a fashion design, may be further 
approached by combining the aforementioned AI methods with neuroscience technologies. 
For instance, electroencephalography (EEG) is emphasized in creating wearables for fashion 
design due to its capability to detect cognitive processes and aesthetic appraisal[61]. 

While the performance of the existing models can be improved, there have been a lim-
ited number of studies on sewing pattern generation, body-aware clothing design generation, 
prediction of near future fashion trends, and complimentary clothing item recommendations. 
Moreover, as this review only focused on selected areas within the fashion industry, future 
studies could focus on the applications of deep learning in other areas of the fashion industry, 
such as apparel production optimization, customer behavior analysis, ethical sourcing, and 
Circular Fashion. By addressing these areas, AI has the potential to innovate and transform 
the fashion industry, driving it towards a more efficient, creative, and sustainable journey. 
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