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Abstract: This is one of the greatest challenges in computer network security and cannot be dealt with 

without a set of most recent detection techniques. This paper lays down a new hybrid technique that 

combines Clustering-Based Local Outlier Factor (CBLOF) and Extreme Gradient Boosting 

(XGBoost) to enhance accuracy while detecting Distributed Denial of Service (DDoS) from network 

traffic. The proposed hybrid model utilizes a CBLOF for outlier detection as feature engineering. Over 

the detected anomalies, classification is to be done using XGBoost classification to attain the objective. 

The proposed hybrid model was tested extensively on CICIDS 2017 and CICIDS 2018 datasets Com-

pared with traditional ones, the proposed model outperformed the traditional ones with an accuracy 

rate of 99.99%, precision of 100%, and F1 score reflecting perfection. These results confirm this mod-

el's efficiency in terms of known and novel attack patterns and introduce a further reliable framework 

for the timely detection of DDoS attacks. Even if it is computation-heavy, optimization could be made 

towards real-time large-scale data. 

Keywords: Clustering-Based Local Outlier (CBLOF); DDoS attacks; Extreme Gradient Boosting 

(XGBoost); Intrusion Detection; Network security. 

 

1. Introduction 

For the last couple of years, Distributed Denial of Service (DDOS) attacks have been 
one of the most common menaces to network security and have brought huge disruptions 
and financial loss into view for various industries. As such attacks increase in intricacy and 
size, and likewise the constant development of intricacy in network infrastructures, the need 
for enhanced and more proficient detection methods has risen. Though traditional systems 
for detecting DDoS attacks have certain merits, the big volume and diversity of the traffic 
flow impede them from effectively identifying malicious activities in legitimate network op-
erations [1], [2]. One of the most severe risks facing the networks and the organizations using 
them is the DDoS attack. This occurs in the form of trying to flood a network or server with 
more traffic than can be handled. 

Consequently, it slows down the service or makes it unavailable for legitimate purposes. 
The outcome, therefore, can be critical downtime and disruption of business[3]. The imme-
diate financial consequence of a DDoS attack would involve lost revenue due to service out-
ages, mitigation costs, and possible fines in case of SLA violations. Indirectly, a reputation 
impact leads to customer loss and their trust. The technical and administrative resources that 
any IT department would have to invest to neutralize a DDoS attack are pretty hefty. Their 
shift from other critical tasks would result in low productivity and operational inefficiencies. 
Apart from that, if the attacks keep recurring or last for a really long period, there is always 
damage to an organization's reputation, reflecting customer trust in the brand[4]. 
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This will lead to a perceived view by the clients and users about the organization being 
untrustworthy or vulnerable. The mitigation process can be quite expensive since special ser-
vices or added infrastructure for handling or filtering the attack traffic are needed. Additional 
costs also come into play in recovery and system upgrades post-attack. In other cases, DDoS 
may unintentionally affect other services or networks. An attack of this type against a shared 
hosting provider might bring multiple sites down. Depending on the case, if a DDoS leads to 
data protection regulations or industry standards being breached, possible legal and compli-
ance issues for the organization may also arise. If the attack does not bring down the network 
but knocks performance, it would cause problems such as latency, packet loss, and reduced 
throughput. Anything can range from all users depending on the network to all applications 
[4], [5]. While this may be an independent attack, it is also used as a smokescreen to exploit 
other vulnerabilities in the network or systems that could result in security breaches or data 
compromise. DDoS attacks have, in other words, the potential to cause widespread and far-
reaching impacts on networks, impacting service availability, financial viability, operational 
effectiveness, and reputation.  

Robust security should be implemented with a full response plan to mitigate these risks 
as much as possible[6]. One of the strongest and deadliest threats towards Global Networks 
during the modern era has been the DDoS attacks. DDoS performs an implicit and well-
hidden attack over the network or service, drastically compromising the network's availability 
because of the many spoofed requests it sends to the attacked network [7]. This, in turn, 
points to the prime importance of their early detection and mitigation. Basically, DDoS de-
tection in network traffic has now become an activity that needs to be performed in near real-
time. The continuous evolvement of cyber-attacks has made machine learning one of the 
most favorite and effective approaches for classifying malicious activities in the complex do-
main of network traffic[8]. Such services and features have allowed for performance and ef-
ficiency hitherto unattained, making them indispensable ingredients in the fight against cyber 
threats. More advanced machine learning models provide even better protection from DDoS, 
guarantee network integrity, and deliver higher availability for networks[2], [9].  

This research proposes a hybrid model that uses CBLOF and XGBoost to detect high-
accuracy DDoS attacks in network traffic. The proposed model can detect outliers in the 
network traffic and segregate them further through ML-based techniques to classify them as 
attacks. This model is trained, tested, and evaluated on the CICIDS 2017 dataset pertaining 
to DDoS attacks. The proposed hybrid model is compared with two other models, CBLOF 
and XGBoost, which are applied separately on the same dataset. Evaluations are done based 
on performance metrics such as accuracy, precision, recall, specificity, and F1 score. Further-
more, and most importantly, CBLOF + XGBoost outperforms CBLOF and XGBoost mod-
els separately by a significant margin on performance metrics, as indicated in the results sec-
tion. The main contributions of this paper are as follows: 
• This paper proposes a new hybrid framework that combines the strengths of CBLOF 

and XGBoost to effectively detect DDoS attacks in network traffic by adding outlier 
detection by CBLOF as an additional feature. 

• This aims to enhance feature engineering by using CBLOF to capture anomalous net-
work traffic behavior, which is then used to improve XGBoost's ability to differentiate 
between good and bad traffic through outlier identification.. 

• The approach presented here uses SHapley Additive exPlanations (SHAP) for the inter-
pretability of the proposed machine learning model, which explains which features have 
contributed to the classification results the most. It could also be used to determine the 
most contributing features of DDoS attacks. 

2. Literature Review 

While reviewing supervised, unsupervised, and hybrid models, most authors believe the 
unsupervised models did better than the supervised ones. Most of the authors then surfaced 
the convolutional autoencoders among the most efficient unsupervised deep learning models. 
Different authors have employed several techniques in network traffic analysis to detect 
DDoS intrusion, including Sirisha[10]. For that, a study [10] proposed an efficient detection 
solution for DDoS, wherein this targeted Naive Bayes, SVM, and Logistic Regression for 
accurate detection in semi-supervised ML techniques. As such, the search should efficiently 
target DDoS attacks, as usually, when the attack happens, there is congestion in the network 
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and unresponsive servers. The proposed system doesn't need fine-tuning; it can detect multi-
ple network attacks on one dataset. Similar detection mechanisms in the literature show that 
for the detection of DDoS attacks in IoT, that of A. Srivastava et al. [11] proposed an 
XGBoost and Random Forest-based detection mechanism for these network attacks.  

L. Fray [12] has put forward effective methods for detecting DDoS attacks using Ran-
dom Forest, Decision Tree, AdaBoost, XGB, MLP, and DNN. The research findings demon-
strate a high rate of detection for the proposed model. In a separate study, R. Rolim, Rawsen 
Alves, G. Sundararajan, and Javam de Castro Oliveira examined the performance of a self-
organizing map in monitoring web traffic. Their findings suggest that this model excels in 
identifying unusual events. Sharma et al. [13] presented a study on an Online Detection Sys-
tem for LDoS attack Based on XGBoost, aimed at detecting LDoS attacks in real-time. This 
method exhibited high accuracy in recognizing LDoS attacks and showed promising out-
comes. Thus, The study provides a strong foundation for adopting XGBoost in DDoS de-
tection.  

In that connection, Liu et al. [3] proposed another related work involving a machine 
learning-based technique for detecting DDoS in network traffic based on unsupervised learn-
ing algorithms such as K-means clustering. The study also discussed the inefficiencies of the 
traditional methods used for DDoS detection. It thereby stressed the need for better and 
more reliable solutions toward the detection of network traffic anomalies. Several methodol-
ogies have been proposed to detect DDoS attacks in network traffic effectively. The list in-
cludes machine learning algorithms such as CBLOF and XGBoost. In this section, we explore 
the related literature for these methodologies and analyze how effectively they can cope with 
detecting and mitigating DDoS attacks. Moreover, we discuss the failures of the current ap-
proaches and propose a hybrid approach that embeds the beneficial features of both CBLOF 
and XGBoost. The literature review will delve into current methodologies and their effective-
ness in detecting DDoS attacks. Numerous research works use the CBLOF methodology for 
IDS applications; some clearly show its efficiency in detecting anomalies in network traffic. 
Whereas explicit mentions of CBLOF in the literature reviewed are somewhat limited, the 
general context of anomaly detection and the use of machine learning approaches in intrusion 
detection systems are discussed in detail. 

Nevertheless, the application of CBLOF in the domain of DDoS detection has been 
explored in recent works; for example, the author of [14] presents a combination of deep 
learning models and traditional or advanced outlier detection techniques like CBLOF. Such a 
model combination is proposed to increase the overall detection performance. In addition, a 
hybrid solution for detecting intrusions in network flow was suggested in [15] by jointly ap-
plying Autoencoder and XGBoost. It involves classifying the attributes derived from the au-
toencoder and detecting anomalies. The research objective in [16] is to prove how XGBoost 
can enhance intrusion detection system performance. It is attained by increasing both classi-
fication accuracy and efficiency. Reference [17] aims to develop an enhanced IDS by incor-
porating XGBoost into ensemble learning methodologies, enabling the system to improve its 
intrusion detection capability and further withstand different kinds of intrusions. The study 
[18] is focused on mitigating the hurdles posed by imbalanced multiclass classification in in-
trusion detection systems related to the Industrial IoT. This study considers using XGBoost, 
a powerful machine learning algorithm that will power up precision and efficiency throughout 
the detection process. Table 1 outlines several studies and their respective methodologies 
applied. 

Although unsupervised machine learning and deep learning have performed well in 
DDoS attack detection, there are some limitations that they might face challenges where the 
traffic patterns are complex and also when data sets are imbalanced. Such an approach cou-
ple’s subtle detection of outliers in network traffic with CBLOF and strong classification by 
means of XGBoost. That's where it gains in terms of accuracy and robustness. Moreover, 
feature interpretation, done with SHAP, adds considerable value to understanding drivers for 
such classification, which is usually overlooked in former works. The holistic approach offers 
a scalable structure for real-time detection by working out computational challenges common 
in most mainstream methods. 
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Table 1. Literature Review on Techniques for Detecting DDoS Attacks and Their Performance Out-
comes 

Ref. Method used Results 

[2] Sparse convolute network for IoT threat 
analysis and DDoS recognition. 

LSTM training process for user behavior 
identification and precision improvement. 

Bayesian network models for DDoS with in-
complete data. 

ESCNN system detects DDoS attacks with 
98.9% maximum detection rate. 

ESCNN classifies normal and abnormal ac-
tivities with 99.29% recognition accuracy. 

LSTM training process effectively reduces 
false attack prediction rate. 

[3] 

Feature engineering with binary grey wolf op-
timization algorithm. 

Machine learning classifiers: SVM, RF, Deci-
sion Tree, XGBoost, k-NN. 

Random Forest outperformed other algo-
rithms in DDoS attack detection metrics. 

The proposed method effectively detects and 
identifies DDoS attacks in SDNs. 

[4] 

Logistic regression, CNN, XGBoost, naive 
Bayes, AdaBoost, KNN, random forest ML. 

Feature extraction, model training, testing, 
data preprocessing, and machine learning 

models. 

Heatmap matrix, tree classifier, logistic ap-
proach, data preparation, data cleaning 

XGBoost model achieved 99.9999% detec-
tion accuracy using the SMOTE approach. 

[6] 

XGBoost, RF, and ANN are used for classi-
fication in the proposed method. 

Feature selection methods include SMOTE, 
XGBoost, and RF. 

The proposed model outperforms others 
with 99.99% and 100% accuracy. 

[8] 
SVM classification algorithm, SNORT IPS 

integration for DDoS prevention 
Achieved an average accu-racy rate of 97 %. 

[10] 
Naive Bayes, SVM, Logistic Regression for 

DDoS detection accuracy analysis. 
SVM, Logistic Regression, and Naive Bayes 

achieved 95.94% accuracy in detection. 

[12] 
Use of Random Forest, Decision Tree, Ada-

Boost, XGB, MLP, DNN. 
RF classifier achieved 99.97% accuracy, and 

Decision Tree had 99.88% accuracy. 

[13] XGBoost as a classifier for detection. 
Detection accuracy: 95.11% for UNSW-

NB15, 99.92% for CICIDS2017 

[18] 
XGBoost model applied for imbalanced mul-

ticlass IoT datasets 
XGBoost achieved F1 scores of 99.9% and 

99.87% on two datasets. 

3. Background on DDoS Attacks 

Computer networks are the backbone for business, industry, commerce, research, and 
academia. Physical cables, connections, and switches or routers are used to connect comput-
ers and servers. Although very useful and highly applied, this form of infrastructure comes 
with its threats and vulnerabilities. On the other hand, attacks can be invasive, such as unau-
thorized access and misuse of information[3]. DDoS attack floods devices with access re-
quests such that one couldn't operate the network. Distributed DoS derives from multiple 
sources, making it hard for the victim to identify the source. With the growth of networked 
infrastructure, DDoS attacks have become a significant threat to the availability of networks 
over the last few decades [19]. In a DDoS attack, numerous systems send a massive number 
of connection requests within a short time, eventually consuming all the victim's bandwidth, 
which causes the network to be unavailable. These attacks can consume either bandwidth or 
server resources. Most types of DDoS can be launched at all network layers. The most wide-
spread are TCP SYN flood, HTTP flood, UDP flood, ICMP flood, etc. DDoS attacks on 
Layer 7, the Application Layer, are very advanced and difficult to be caught. The reasons for 
executing these attacks may include the following: to show in-competence, extortion, revenge, 
etc. [20]. 

3.1. Anomaly Detection in Network Traffic 

Continuing network attacks result from increasing Internet use and connecting several 
devices. One major threat is DDoS, which works by overwhelming traffic to restrict access. 
Hackers or botnets usually hack those local area networks operating behind weak securities 
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of any broadband subscription. Consequently, DDoS, due to this attack, victimizes nearly all 
organizations, from finance, banks, and e-business to learning institutions, leading to down-
time and economic loss. Therefore, there is a great need to detect DDoS attacks to ensure 
uninterrupted network usability[21]. DDoS attack detection techniques can be anomaly-based 
or misuse-based methods. Misuse-based techniques depend on a database containing past 
attacks and thus cannot detect novel attacks. An anomaly-based approach characterizes nor-
mal network traffic behavior and enables the detection of novel attacks[5]. Normal event 
streams are usually determined by thresholds, which are mostly unrealistic in a large network; 
hence, newer, efficient machine learning methods. These methods estimate traffic patterns in 
order to identify abnormal event streams. The ma-chine-learning-based anomaly detection 
methods could be further classified into three categories: supervised, unsupervised, and semi-
supervised. Most of the approaches that come under a supervised setting require labeled data, 
wherein classifiers are trained for the detection while only a few anomalies are known. Label-
ing is expensive, and most data sources don't have such labels accompanying them[22] 

3.2. Machine Learning Techniques for DDoS Detection 

The interest in employing machine-learning techniques for DDoS attack detection and 
network traffic classification has recently increased. The most commonly used machine-learn-
ing algorithms for detecting DDoS attacks in network traffic are NB, SVM, KNN, RF, DT, 
and ANNs. After extensive analysis, it was found that RF, followed by KNN and SVM per-
formed relatively better among these algorithms. However, the stated algorithms have their 
strengths and limitations for different traffic conditions. While tree-based learning approaches 
like RF and DT are strong classifiers, interpreting the results is complicated. On the other 
hand, while NB and SVM are interpretable models, their performance can drop significantly 
with a small amount of random noise in the data. Shallow ANNs have interpreted models 
and suffered less from noise than SVM or RF, but the performance is greatly affected by 
training data conditions [4]. A hybrid model combining DT with MLP ANN classifier per-
forms relatively better than DT or MLP ANN models alone. However, properly training an 
ANN model requires extensive datasets with sufficient representative samples of all required 
classes, which is often difficult and impractical for real networks. Tree-based algorithms like 
RF that are tolerant of the outlier data and generally require less preprocessing are generally 
recommended for DDoS detection under network traffic with high noise and outliers. The 
C4.5 decision tree algorithm is one of the most popular algorithms for constructing decision 
tree classifiers. C4.5 algorithms can process both continuous and discrete attributes, and in a 
decision tree, they can handle missing data by determining the attribute weights for splitting 
nodes[3]. On the other hand, it can do a post-processing optimization on the tree to reduce 
memory requirement and tree size. The main limitation of C4.5 is that it works well only for 
smaller datasets; however, the performance is degraded when the data grows in size and com-
plexity. Random Forest (RF) is an ensemble of tree-structured classifiers where, during oper-
ation, each classifier votes for a class, and the class with the majority of votes is the output of 
the RF. Using this ensemble idea broadly reduces the generalization error. Each classifier in 
the RF is created using different subsets of the training dataset obtained using bootstrap sam-
pling, setting the basis that it can help to reduce the overfitting of a single classifier (single 
Decision Tree). The out-of-bag (OOB) method evaluated the individual tree's performance. 
The RF algorithm also offers a measure of variable importance that can help to find the most 
representative traffic features for the classification task and thus help in the network conges-
tion investigation[6]. 

3.2.1. Clustering-Based Local Outlier Factor (CBLOF) 

The CBLOF is a methodological approach designed to detect outliers by fusing ideas 
from clustering and the local outlier detection process. Combining strengths from the clus-
tering techniques and the LOF algorithm, the CBLOF was developed to enhance the perfor-
mance of the outlier detection algorithms. This technique employs clustering methods to en-
hance the accuracy of LOF. Clustering has been done on the dataset by using a clustering 
algorithm, like K-means, where each data point will be assigned to a cluster. The Cluster 
Outlier Factor evaluates the dissimilarity of a point from other points within its cluster, while 
the Cluster Size Factor considers the cluster's magnitude. Points in smaller clusters are more 
likely outliers than those in larger clusters. The final outlier score of an individual data point 
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is obtained by combining the cluster outlier factor with the factor that represents the cluster 
size. Some of the advantages of CBLOF are as follows: 
• Contextual Detection: This involves a more context-sensitive anomaly detection, con-

sidering the density and magnitude of the data points within clusters. 
• Higher Sensitivity: Enhances the ability to find anomalies, especially in data sets with a 

tendency to have varying densities and dimensions of clusters. 
CBLOF shows efficacy for detecting outliers in such datasets, which would create chal-

lenges for the traditional LOF due to its consideration of the different attributes of clusters 
throughout the outlier detection process [23]. 

3.2.2. Extreme Gradient Boosting (XGBoost)  

The XGBoost framework provides a robust and efficient machine learning algorithm, 
mainly used for classification and regression tasks. It is the particular approach of ensemble 
learning methodologies using gradient boosting. This framework builds up a sequence of de-
cision trees, each one trying to correct the errors of the previous one. XGBoost has several 
key features, such as: 
1. The technique involves embedding a diverse set of weak learners, often in the form of 

decision trees, into one strong learning model. Every subsequent tree in this ensemble 
is consciously designed to correct mistakes made by the current models. 

2. Regularization The estimation here involves the application of L1-Lasso and L2-Ridge, 
one for reducing overfitting and improving overall generalization capability. 

3. Dealing with Absent Data: Has a systematic missing value handling, using the most ef-
fective technique for imputation or adjustment during training. 

4. This is designed for efficiency, so trees can be processed in parallel to accelerate training, 
which is particularly useful when datasets are very large. 

5. It provides substantial insights into core features that are required for making predic-
tions, hence helping with feature selection and improving the performance understand-
ing of the model. 

6. It can manage various data and tasks, from classification and prediction to prioritization 
and customized goal criteria. 
XGboost can also be used in several cases of categorization and identification, regression 

in forecasting cases, and ranking and recommendation systems. This is because accurate man-
agement and handling of huge datasets have become really popular in machine learning com-
petitions and for practical purposes[24]. 

4. Proposed Hybrid Approach 

This integrated approach combines the merits of CBLOF and XGBoost techniques to 
detect DDoS attacks in network traffic. It stitches together the strengths that inherently arise 
from the two methods: one enhances the accuracy in the detection and resilience against a 
varied set of attack types. It is envisioned that this hybrid model will better characterize the 
anomalies in the network traffic and classify the attack patterns effectively afterward. The new 
concept couples the power of both CBLOF and XGBoost to develop further the results 
obtained in DDoS attack detection. CBLOF is also one of the outliner detection algorithms 
that could perform basically within the clustering techniques. CBLOF could undoubtedly find 
singular points amongst the data, following all the clustering principles. It efficiently finds 
hidden patterns in the data and classifies the outliers accurately. By contrast, the XGBoost 
algorithm is a powerful gradient-boosting algorithm used for building progressively a strong 
predictive model from a sequence of weak classifiers. The integration of CBLOF with 
XGBoost is an inclusive approach for DDoS detection. The clustering strengths of CBLOF 
ensure that even a little deviation from normal network activity gets picked by the hybrid 
framework as an indication of active attack execution. The boosting will increase the accuracy 
of the developed methodology for detection through iterative reshaping of the model's pre-
dictive power. Fig.1 describes the proposed hybrid approach.  

4.1. Integration of CBLOF and XGBoost 

The fundamental principle behind this hybrid approach is the combined use of CBLOF 
with XGBoost. In this approach, CBLOF works as a preprocessing step that pinpoints in-
stances in network traffic as potential outliers by using data clustering, and an outlier score is 
given for each cluster attribute. Scores developed from CBLOF can be used to discern any 
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abnormal traffic features that could indicate a DDoS attack. After detecting outliers, the clas-
sified outliers are further classified using XGBoost into different classes of normal traffic or 
DDoS attacks. The outlier scores become a feature for XGBoost in developing extreme clas-
sification, giving a high accuracy and efficiency value. Therefore, two combined methodolo-
gies will enable the detection of established and new attack patterns with a very high degree 
of accuracy. The proposed CBLOF with the XGBoost mechanism primarily responds to 
complexity and variability in handling network traffic. Therefore, a very valid tool for real-
time DDoS detection was developed.  

 

Figure 1. Proposed Hybrid Approach. 

4.2. Feature Engineering for DDoS Detection 

Since that highly influences CBLOF and XGBoost performances, feature engineering 
can be considered the heart of the proposed hybrid methodology. Consequently, the present 
section strongly pleads for feature selection and transformation so the model may discrimi-
nate highly between normal and malicious traffic. Feature engineering involves analyzing the 
network traffic data to identify the features that will represent the nature of the DDoS attack. 
Critical features encompass packet size, flow duration, and connection quantity. These fea-
tures are chosen based on their significance in DDoS detection and their capacity to enhance 
the discriminatory capability of the model. 

Furthermore, the characteristics are uniform and adjusted to guarantee equal contribu-
tion to the model's educational procedure. Sophisticated methods, like reducing dimension-
ality and choosing characteristic algorithms, minimize the characteristic area and remove un-
necessary or irrelevant characteristics. This procedure improves detection's accuracy and de-
creases computational complexity, rendering the model more effective for real-time applica-
tions. The steps of the proposed hybrid approach are shown in Algorithm 1. 

4.3. Preparation of Data and Extraction of Features 

The CSE-CIC-IDS2017 [25] and CSE-CIC-IDS2018 [26] datasets provided by the Uni-
versity of New Brunswick in Canada were utilized for empirical investigation in this study. 
Minimal duplicates and uncertainty were noted, and the dataset is available in a convenient 

Dataset 

Prepare Data: 

• Separate features (X) and labels 
(y). 

• Replace infinite values with 
NaN and handle missing. 

• Standardize the features using 
StandardScaler. 

Split Dataset 

Training and Testing 

Train CBLOF Model 

Train XGBoost Model 

Predict and Evaluate 
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CSV format[27]. With 78 features representing different attack types, difficulties were en-
countered due to the significant imbalance in data volume. An average of 210,000 sample data 
from DDoS was chosen to tackle this issue. 

 

Algorithm 1. CBLOF & XGBoost 
1: Step1: Load DataSet  
2: Step2: Prepare Data: 

• Separate features (X) and labels (y). 

• Replace infinite values with NaN and handle missing values by filling them with 
the mean. 

• Standardize the features using StandardScaler. 
3: Step3: Split Dataset 

• Training and Testing sets with a 70-30 ratio 
4: Step4: Train CBLOF Model 

• Initialize the CBLOF model with specific parameters such as contamination, ran-
dom_state, and others. 

• Train the CBLOF model on the training dataset. 
5: Step5: Feature Transformation Using CBLOF 

• Generate outlier scores from the CBLOF model for both training and testing da-
tasets. 

• Combine the original features with the outlier scores to form a new set of features 
for both training and testing datasets. 

6: Step6: Train XGBoost Model 

• Convert string labels in the training and testing datasets to numeric values (e.g., 
'Benign' to 0 and 'DDoS attacks' to 1). 

• Initialize the XGBoost model and perform 5-fold cross-validation on the com-
bined training set to evaluate its accuracy. 

• Train the XGBoost model on the combined training set. 
7: Step7: Predict and Evaluate the Model 

• Use the trained XGBoost model to predict labels on the combined testing set. 

• Convert numeric predictions back to string labels for evaluation. 

• Generate a classification report to assess the model’s performance. 

• Calculate the accuracy score on the testing set. 

• Construct and display a confusion matrix to visualize the model's performance. 

4.4. Dataset Cleaning and Balancing 

While preparing a dataset, it is common to encounter various data quality issues such as 
Nan values, outliers, and duplicates. The process of data cleaning is crucial during data pre-
processing to mitigate any potential negative impacts of these issues on the dataset's quality. 
In the current study, any infinite values in the dataset are substituted with NaN (Not a Num-
ber), as infinite values can lead to complications in machine learning models. Either the as-
sumption is used that the values are normal one time and attack another time, but this affects 
the accuracy of the results, or one can expect a value closer to reality by relying on the adjacent 
points within the same cluster, and this is what was adopted. After substituting infinite values, 
all NaN values are replaced with the mean of their respective columns, a standard imputation 
technique to prevent missing values from influencing the model's performance. Subsequently, 
standardization involves scaling the features to have a mean of 0 and a standard deviation of 
1, which is essential for many machine learning models, especially those that rely on distance 
calculations, as it ensures that all features have an equal contribution to the model. 

4.5. Utilizing the CBLOF Model and SMOTE for Dataset Preparation and 
Balancing 

The data was used to train the CBLOF model to find the outliers. Later on, the scores 
about outliers received from the CBLOF model were additional features in the dataset, turn-
ing this into an additional knowledge dataset. In that way, it is supposed to be by emphasizing 
data points that might be anomalous. Fig. 2 shows the data point before and after applying 
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CBLOF. The enriched feature set, a combination of the original features and the outlier score 
obtained from CBLOF, would enhance the model's power to discriminate between normal 
and abnormal data points. Since there is an imbalance in the number of normal versus abnor-
mal data points, thus unbalanced classes, it becomes necessary to use SMOTE to even out 
the disparity by creating synthetic samples for the minority class. This becomes very important 
when the class imbalance is so great that one class markedly outweighs the other. Given these 
preprocessing steps, the code does tend to prepare data that could be used in perfect con-
junction with machine-learning algorithms. This will not only enable the model to work ef-
fectively, but also make respective data sensitive to alteration for proper critical analysis. 

  

Figure 2. The features of data points before and after applying the CBLOF 

5. Implementation and Results 

This portion provides a detailed account of the methodology employed in conducting 
the experiments, the dissemination of the results, and the examination and discourse of other 
related studies. 

5.1. Experimental Environment 

The analysis carried out in this investigation utilized Google Colab, an internet-based 
platform that offers a cloud-based setting for executing Python code. Colab was chosen for 
its convenience in offering no-cost access to high-speed computing resources, such as GPUs 
and TPUs, which are advantageous for machine learning assignments. The essential attributes 
of the experimental setting are outlined in Table 2. 

Table 2. The key aspects of the experimental environment used in the proposed approach. 

Component Details 

Platform Google Colab 

CPU 2.3 GHz quad-core Intel Core i7 

RAM 16 GB 

GPU NVIDIA Tesla K80 (12 GB) 

Operating System Linux-based environment (provided by Colab) 

Python Version Python 3.8 

Libraries Used XGBoost 1.4.2, Scikit-learn 0.24.2, Pandas 1.3.3, Numpy 1.19.5, Matplotlib 
3.4.3 

Datasets CICIDS2017, CICIDS2018 

Preprocessing Replaced infinite values with NaNs, handled missing values through mean im-
putation, feature scaling with StandardScaler 

Metrics Evaluated Accuracy, Precision, Recall, F1 Score 

 

The CICIDS2017 and CICIDS2018 datasets were employed to train and test the models. 
Before utilization, the dataset underwent preprocessing wherein infinite values were replaced 
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with NaNs, and missing values were addressed through mean imputation. Feature scaling was 
then carried out using StandardScaler to normalize the contribution of all features to the 
model's learning process. The experiments were divided into multiple stages, including data 
preprocessing, model training, and evaluation. The model performance was assessed using 
accuracy, precision, recall, and F1 score metrics. 

5.2. Performance of Hybrid Approach 

The hybrid model underwent training and testing using the CICIDS2017 with (225745 
track, 79 feature) and CICIDS2018 with (113269, 79) datasets, a commonly utilized resource 
for assessing the performance of intrusion detection systems. The hybrid model combines 
the benefits of CBLOF and XGBoost to tackle the difficulties related to identifying DDoS 
attacks in intricate network setups. CBLOF is utilized first to pinpoint potential anomalies in 
the network traffic. CBLOF is proficient in detecting peculiar traffic patterns that could sig-
nify a DDoS attack through data clustering and assigning outlier scores derived from cluster 
properties. To improve the results of CBLOF, the (GridSearchCV) technique was used to 
systematically search for the optimal hyperparameters by trying out different combinations, 
evaluating each one, and selecting the combination that results in the best performance ac-
cording to a specified metric. The following CBLOF optimal Parameters were identified:  

{'alpha': 0.5, 'beta': 3, 'contamination': 0.01} 
Where alpha: Controls the relative importance of cluster size versus distance; beta: Deter-
mines the number of clusters; contamination: Specifies the expected proportion of outliers in 
the data. 

The number of features in the dataset is 78, combined with the outlier scores generated 
by the CBLOF model to become 79 features. Fig. 3 shows a sample of combined features 
after CBLOF transformation. 

 

(a) 

 
(b) 

Figure 3.  Features after CBLOF transformation (a) CICIDS2017; (b) CICIDS2018. 
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Once the potential outliers are recognized, XGBoost is utilized to categorize these out-
liers as either benign or malicious traffic. Renowned for its resilience and exceptional preci-
sion in managing extensive datasets, XGBoost incorporates the outlier scores from CBLOF 
as at-tributes to improve the classification process. The role of the XGBoost in enhancing 
the results is clear because the data is unbalanced (more benign traffic than DDoS attacks), 
and the presence of this disparity makes the prediction or expectation biased, encouraging 
the use of the hybrid model. Integrating these two methodologies enables the precise identi-
fication of established and new attack patterns, rendering the model especially efficient in 
dynamic and varied network settings. Cross-validation 5-fold was used on the training set to 
ensure that the model gives good results by testing it on multiple subsets of the data. The 
mean cross-validation accuracy was (0.99). SHAP explains the model’s decisions and which 
features are driving the model's predictions for each dataset as shown in Fig.4. 

The features on the graph's left side (displaying the highest bars) hold the utmost signif-
icance for the model’s forecasts. These attributes exert the most substantial impact on the 
model's outputs. Conversely, the features on the right (with the lowest bars) have minimal 
impact on the model’s predictions and may be less critical for the model's decision-making 
process. 

Fig.5 provides a visual representation of the model's process in arriving at its ultimate 
prediction, displaying each dataset's individual contributions of features. Each feature's influ-
ence is accurately measured, enabling observation of which features are responsible for the 
prediction and whether they have a positive or negative effect. 

 

(a) 

 
(b) 

Figure 4. Features importance (a) CICIDS2017; (b) CICIDS2018. 
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(a) 

 
(b) 

Figure 5 The prediction of a single instance (a) CICIDS2017; (b) CICIDS2018. 

Where the base value (E[f(X)] = 0.326, E[f(X)] =- 0.853) value is the average prediction 
that the model would make across the entire dataset if no specific feature values were known, 
it represents the model's baseline prediction. Positive contributions (Red Arrows) These fea-
tures push the prediction higher than the base value, while negative contributions (Blue Ar-
rows) these features pull the prediction lower than the base value. Table 3 shows a sample of 
feature descriptions that positively affect model prediction. 

Table 3. Positive feature description 

Feature Number Description 

8 Fwd Packet Length Mean 

4 Total Length of Fwd Packets 

0 Destination Port 

6 Fwd Packet Length Max 

12 Bwd Packet Length Mean 

69 act_data_pkt_fwd 

66 Subflow Bwd Bytes 
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5.2.1. Accuracy and Precision 

The hybrid model demonstrates an exceptional accuracy of 99.99%, signifying its ability 
to accurately differentiate between attack and benign traffic in almost every scenario. This 
high accuracy level highlights the hybrid approach's effectiveness in managing diverse and 
intricate network traffic. The model attains a 100% level of precision, as shown in Fig.6, 7 
indicating that all instances identified as attacks by the model are, in fact, attacks. This is 
essential in reducing incorrect identifications, guaranteeing that valid traffic is not erroneously 
categorized as malicious. 

5.2.2. Recall and F1-Score 

The model has achieved a recall rate of 100%, as shown in Fig.6, effectively identifying 
all genuine DDoS attacks in the dataset. This high recall value holds particular significance in 
a security setting, as a failure to detect an attack could result in considerable operational dis-
ruption and financial harm. The F1-score, as shown in Fig.7, effectively weighs precision and 
recall and is also at a 100% level. This indicates that the hybrid model is performing at an 
optimal level in identifying and accurately classifying DDoS attacks while maintaining an ideal 
balance in minimizing false positives and false negatives. 

The proposed hybrid approach's performance metrics highlight its efficiency and de-
pendability in identifying DDoS attacks within network traffic. By integrating CBLOF and 
XGBoost, the method not only improves accuracy but also guarantees thorough and accurate 
detection, rendering it highly suitable for real-time intrusion detection systems. 

 

Figure 6. The hybrid approach precision, and recall 

 

Figure 7. Performance Metrics of Hybrid Approach Accuracy and F1-Score 
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5.3. Performance Analysis 

The hybrid method under consideration integrates the CBLOF with XGBoost. It un-
derwent evaluation using the CICIDS2017 and CICIDS2018 datasets. The assessment pri-
marily examines essential metrics such as accuracy, precision, recall, and F1-score. The work 
proposes a hybrid model, combining the CBLOF method with XGBoost to improve the 
accuracy in detecting DDoS attacks. For this purpose, an ablation experiment was performed 
to understand the importance of CBLOF in this hybrid framework. Further, based on the 
four different configurations, the effectiveness of the model was analyzed as follows: 
1. IsoForest (isolation forest): The baseline unsupervised anomaly detection technique. 
2. LOF (Local Outlier Factor): Another technique of a baseline identifies anomalies con-

cerning local densities. 
3. HDBSCAN (Hierarchical Density-Based Spatial Clustering of Applications with Noise) 

is a hierarchical clustering method that extends DBSCAN and works with data of varying 
densities, often found in network traffic. 

4. CBLOF (Clustering-Based Local Outlier Factor): the proffered model's most salient fea-
ture of engineering. 
The important parameters used in each method are illustrated in Table 4. 

Table 4. Methods parameters. 

Method Parameters 

Isoforest n_estimators=500, contamination=0.1, random_state=42 

LOF contamination=0.1 

HDBSCAN min_cluster_size=15, gen_min_span_tree=True 

CBLOF contamination=0.1, random_state=42, alpha=0.8, beta=5 

 

The summary of these experiments is given in Table 5, comparing three methods in the 
way of important performance measures: accuracy, precision, recall, and the F1 score. 

Table 5. Effect of various methods on detection performance. 

Method Accuracy Precision Recall F1-score 
Computational 

Time 

Isoforest 64% 69% 64% 65% 60 sec. 

LOF 87% 88% 87% 86% 16 Min 

HDBSCAN  78% 74% 78% 71% 56 Min 

CBLOF 99.99% 100% 100% 100% 40 sec. 

 

The performing superior method is CBLOF because it has perfect performance 
measures and the fastest computation time; hence, if the task needs speed and proper ac-
curacy, this will serve best. LOF provides very high accuracy with good detection perfor-
mance but at the cost of much longer computing times. It is thus preferable when computing 
time is less of a problem. HDBSCAN has a medium level of performance. It is the second 
slowest and less suitable for application in real-time. The Isolation Forest ranks last for nearly 
all detection metrics and speeds most of the time.  

CBLOF was expected to extract from network traffic those small differences other tra-
ditional anomaly detection methods would discard as noise. In fact, the ablation study shows 
that high detection performance can be achieved without using CBLOF, but this will not 
reach the very best levels accomplished by incorporating it into the working of the classifier. 
This confirms the hypothesis and indicates how important CBLOF is for further boosting 
the hybrid model. 

The confusion matrix displayed in Fig.8 illustrates the efficacy of the combined CBLOF 
and XGBoost model in identifying DDoS attacks and legitimate network traffic. This matrix 
provides a summary of important performance indicators. Where instances of DDoS and 
BENGIN attacks were correctly identified, this confusion matrix indicates excellent model 
performance. 
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(a) 

 

(b) 

Figure 8. Confusion Matrix of the Hybrid CBLOF + XGBoost Model (a) CICIDS2017; (b CI-
CIDS2018. 

Table 6 compares this study's work with similar studies focusing on DDoS detection 
using different machine learning techniques, highlighting the superior performance of the 
proposed CBLOF + XGBoost hybrid model. 

Table 6. Comparison of DDoS Detection Methods and Their Performance Metrics 

Ref Method Used Results 

Proposed CBLOF + XGBoost Hybrid 
Accuracy: 99.99%, Precision: 100%, Recall: 

100%, F1-score: 100% 

[2] 
Sparse Convolution Network + Bayesian 

Networks for DDoS detection 

Maximum detection rate of 98.9%, 99.29% 
recognition accuracy for classifying nor-

mal/abnormal 

[3] 
Feature engineering with Grey Wolf Op-
timization + ML classifiers (SVM, RF) 

Random Forest outperformed others; ef-
fective for detecting DDoS in SDN with 

high accuracy 

[4] 
Logistic Regression, CNN, XGBoost, 

Naive Bayes, AdaBoost, Random Forest 
XGBoost achieved 99.9999% detection ac-

curacy using SMOTE 

[6] 
XGBoost, Random Forest, ANN + 

SMOTE for classification 
Achieved 99.99% and 100% accuracy 

[8] 
SVM classification + SNORT IPS inte-

gration for DDoS prevention 
Achieved an average accuracy rate of 97% 

[10] Naive Bayes, SVM, Logistic Regression 
Achieved 95.94% accuracy in DDoS detec-

tion 

[12] 
Random Forest, Decision Tree, Ada-

Boost, XGB, MLP, DNN 
Random Forest classifier achieved 99.97%, 

and Decision Tree achieved 99.88% 

[15] XGBoost classifier for detection 
Detection accuracy: 95.11% for UNSW-

NB15, 99.92% for CICIDS2017 

[18] 
XGBoost for imbalanced multiclass IoT 

datasets 
XGBoost achieved F1 scores of 99.9% and 

99.87% on two datasets 

 
As is evident from Table 6, the combined approach of CBLOF and XGBoost demon-

strates a remarkable accuracy of 99.99%, comparable to or slightly surpassing other tech-
niques, including Random Forest (99.97%) and XGBoost classifiers (99.92%). These findings 
underscore the effectiveness of the hybrid method in differentiating between authentic traffic 
and DDoS attacks, indicating its resilience and applicability for real-time use. Although deep 
learning techniques like Sparse Convolution Networks achieve a 98.9% accuracy rate [2], the 
hybrid CBLOF + XGBoost method outperforms them in both accuracy and F1-score. This 
indicates that the suggested hybrid approach is better equipped for detecting intricate attack 
patterns, particularly in network traffic characterized by significant variability. 
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To clarify the performance of the proposed (CBLOF + XGBoost) hybrid approach in 
terms of performance metrics like accuracy, precision, recall, and F1 score. Table 7 compares 
the proposed approach's performance with other similar studies. 

Table 7. Performance Comparison of Various DDoS Detection Techniques. 

Ref 
Method Used Accuracy (%) Precision 

(%) 
Recall 

(%) 
F1 Score 

(%) 

[2] 
Sparse Convolution Network + Bayesian 

Networks 
98.9 99.29 N/A N/A 

[3] 
Feature Engineering with Grey Wolf Op-
timization + ML Classifiers (SVM, RF) 

99.9 N/A N/A N/A 

[4] 
Logistic Regression, CNN, XGBoost, 

Naive Bayes, AdaBoost, RF 
99.9999 N/A N/A N/A 

[6] 
XGBoost, RF, ANN + SMOTE for clas-

sification 
99.99 100 100 N/A 

[8] 
SVM Classification + SNORT IPS Inte-

gration 
97 N/A N/A N/A 

[10] Naive Bayes, SVM, Logistic Regression 95.94 N/A N/A N/A 

[12] 
RF, Decision Tree, AdaBoost, XGB, 

MLP, DNN 
99.97 (RF), 
99.88 (DT) 

N/A N/A N/A 

[15] XGBoost Classifier for Detection 99.92 N/A N/A N/A 

Proposed CBLOF + XGBoost 99.99 100 100 100 

 

By leveraging the outlier identification abilities of CBLOF and the proficient classifica-
tion capabilities of XGBoost, the hybrid model demonstrates exceptional performance in de-
tecting nuanced anomalies and their accurate classification. This combined capability sur-
passes models that depend solely on a single approach, such as the standalone XGBoost clas-
sifier, which exhibited slightly lower detection accuracy at 99.92%. 

6. Conclusion and Future Directions 

This study illustrates the effectiveness of combining CBLOF and XGBoost for detecting 
DDoS attacks in network traffic. The hybrid model performs significantly better than the 
individual models, achieving high accuracy, precision, recall, and F1 scores. By utilizing the 
clustering capabilities of CBLOF to identify outliers and the classification abilities of 
XGBoost, the proposed model not only identifies known attack patterns but also detects new 
anomalies in network traffic. This makes the hybrid approach a reliable solution for real-time 
DDoS detection. Despite its superior performance, the computational complexity of this 
method presents a challenge for deployment in real-time scenarios, necessitating further op-
timization to ensure its practicality in high-traffic environments. Subsequent research efforts 
should be directed toward resolving the computational constraints by enhancing the algo-
rithm for real-time purposes. Furthermore, broadening the scope of the investigation to en-
compass alternative datasets and forms of attacks would contribute to establishing the mod-
el's versatility. 
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