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Abstract: Face recognition occluded by occlusions, such as glasses or shadows, remains a challenge in 

many security and surveillance applications. This study aims to analyze the performance of various 

machine learning and deep learning techniques in face recognition scenarios with occlusions. We eval-

uate KNN (standard and FisherFace), CNN, DenseNet, Inception, and FaceNet methods combined 

with a pre-trained DeepFace model using three public datasets: YALE, Essex Grimace, and Georgia 

Tech. The results show that KNN maintains the highest accuracy, reaching 100% on two datasets 

(Essex Grimace and YALE), even in the presence of occlusions. Meanwhile, CNN shows strong per-

formance, with accuracy remaining 100% on YALE, both with and without occlusions, although its 

performance drops slightly on Essex Grimace (94% with occlusion). DenseNet and Inception show a 

more significant drop in accuracy when faced with occlusion, with DenseNet dropping from 81% to 

72% on Essex Grimace and Inception dropping from 100% to 92% on the same dataset. FaceNet + 

DeepFace excels on more large dataset (Georgia Tech) with 98% accuracy, but its performance drops 

dramatically to 53% and 70% on Essex Grimace and YALE with occlusion. These findings indicate 

that while deep learning methods show high accuracy under ideal conditions, machine learning meth-

ods such as KNN are more flexible and robust to occlusion in face recognition. 

Keywords: DeepFace; Face Recognition; FaceNet; FisherFace; Occluded Face Recognition; Ob-

structed Face Recognition. 

1. Introduction 

Facial recognition has been proven effective in identifying criminals at the scene with a 
high level of accuracy, reaching 98% in some cases, making this technology very useful in 
helping to detect and prevent criminal behavior[1]. Facial recognition not only improves ac-
curacy but also speed in criminal investigations, making it an important tool in modern law 
enforcement[2]. Facial recognition technology is a form of biometrics based on identifying a 
person's facial features using facial images and automatic processing devices[3]. This technol-
ogy is designed to recognize or confirm a person's identity through digital images or videos. 
Facial recognition has spread to various fields such as public place surveillance, emotion de-
tection, security, social networks, military, attendance, and access control in various indus-
tries[4]–[9]. 

With the rapid development of technology, especially in machine learning and deep 
learning, various methods have been developed to improve the accuracy and efficiency of 
facial recognition. These methods include Support Vector Machine (SVM)[10], Convolu-
tional Neural Network (CNN)[10], [11], EigenFace[12], and Principal Component Analysis 
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(PCA)[13], each of which offers a different approach to identifying and classifying faces based 
on patterns and features extracted from images [14]. KNN is one of the algorithms often 
used in face recognition. This algorithm uses the nearest object classification approach to 
group facial patterns in images by identifying a number of nearest neighbors of an unknown 
data point and then determining the class of the data based on the majority class of its nearest 
neighbors[15]. In addition to the KNN method, CNN also plays an important role in com-
puter vision, especially in the application of face recognition, where it can recognize and clas-
sify patterns in images with a high degree of accuracy[16], [17]. 

FisherFace is an algorithm derivative of Fisher Linear Discriminant (FLD) combined 
with PCA. By combining FLD for class discrimination and PCA for dimensionality reduction, 
FisherFace can improve efficiency and accuracy in face recognition systems[18]. Inception is 
a deep learning model in CNN designed to optimize face recognition using one training image 
per class[19]. DenseNet is a neural network architecture optimized for recognition and clas-
sification tasks, where parameter fine-tuning techniques are often used in computer vision to 
improve performance by pre-training on different datasets before fitting them to the target 
dataset[20], [21]. FaceNet is a face recognition method that uses deep neural networks and 
triplet loss training, which has been shown to provide excellent results and superior accuracy 
compared to other methods[22]. 

This study explored the performance of the KNN method, FisherFace, and various 
CNN variants, including DenseNet, Inception, and FaceNet, using the pre-trained DeepFace 
model for Occluded Face Recognition. The selection of this method was based on a review 
of previous literature showing the high accuracy of these methods in various face recognition 
conditions[12], [13], [22]. However, these methods have some limitations. For example, KNN 
and FisherFace methods, despite showing high accuracy, fail to distinguish between real and 
occluded facial features. In addition, standard CNNs that do not use pre-trained models have 
limitations in handling a wider variety of faces, which can lead to overfitting on certain train-
ing datasets. The main contributions of this study are: 
1. A comprehensive evaluation of various face recognition methods under occluded face 

conditions has not been widely done in previous studies. 
2. A comparative analysis between deep learning methods such as DenseNet and Inception 

with traditional machine learning methods such as KNN and FisherFace. 
3. The application and testing of the FaceNet method with a pre-trained DeepFace model 

in an occluded face recognition scenario shows varying performance depending on the 
dataset condition. 
The rest of this paper is presented in four sections: Section 2 presents an in-depth liter-

ature review of the face recognition methods used. Section 3 describes the experimental pro-
cedure and methodology applied in this study. Section 4 discusses the results and analysis, 
where the performance of each method is analyzed in detail. Section 5 presents conclusions 
and suggestions for further research, including recommendations for the use of the method 
in various face recognition applications. 

2. Literature Review 

2.1 K-Nearest Neighbors (KNN) 

K-Nearest Neighbors (KNN) is one of the ten top data mining algorithms using the 
neighbor-based classification method to reduce classification errors[23], [24]. This algorithm 
finds the number of K nearest neighbors of an unknown data point based on a certain dis-
tance metric, such as Euclidean or Manhattan distance, as shown in Figure 1. KNN is a simple 
and effective non-parametric technique for pattern recognition in data mining[25]. The per-
formance of KNN is highly dependent on the selection of the right 𝑘 parameter and distance 
metric. 

KNN is one of the ten most widely used data mining algorithms due to its simplicity and 
effectiveness in various classification tasks[23]. KNN uses the neighbor-based classification 

method to determine the class of an unknown data point by finding a number of 𝑘 nearest 
neighbors based on a certain distance metric, such as Euclidean distance or Manhattan dis-
tance, see Figure 1. KNN is known as a nonparametric technique, which means it does not 
make explicit assumptions about the data distribution, making it flexible for various types of 
data and applications [25]. 
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In this study, two variants of KNN were used: standard KNN and Fish-erFace. Con-
ventional KNN relies on nearest neighbor search based on a specified distance metric, such 
as Euclidean distance. This approach is practical in many cases but has limitations, especially 
in face recognition occluded by objects, where the identified features may not be enough to 
distinguish between real faces and obstructions[26]. 

FisherFace is a variant of KNN that combines Fisher Linear Discriminant (FLD) with 
Principal Component Analysis (PCA) to improve classification performance, especially in the 
case of face recognition. FisherFace uses FLD to maximize the ratio between inter-class and 
intra-class variability, while PCA is used to reduce the dimensionality of the data before the 
classification process[27]. By combining these two techniques, FisherFace can capture more 
relevant discriminative features for face classification, thus providing better accuracy under 
certain conditions than conventional KNN. 

The main difference between standard KNN and FisherFace is how they handle facial 
features and obstructions. Standard KNN treats all detected features as part of the face with-
out considering whether the feature might be an obstruction. In contrast, FisherFace is more 
selective in selecting relevant features, as incorporating FLD allows the model to prioritize 
features with high discriminatory power[28]. In the context of the testing conducted in this 
study, both KNN variants were evaluated to understand how they handle occluded face 
recognition. The results of this testing provide insight into the effectiveness of each method 
under various dataset conditions, which are discussed further in the results and implementa-
tion sections. 

 

Figure 1. An Illustration of KNN works 

2.2 Convolutional Neural Network(CNN) 

Convolutional Neural Network (CNN) is one of the most effective deep learning archi-
tectures in learning feature extraction for classification purposes and analyzing large amounts 
of data. CNN is designed to recognize and classify patterns from images through layers of 
neurons organized in three dimensions, including width, height, and depth. The width and 
height dimensions describe the spatial aspects of the image, while depth refers to the number 
of filters or neurons in each layer[29]–[32]. Each layer in CNN is responsible for learning a 
particular feature, starting from simple features such as edges and textures to more complex 
features as the network depth increases[33], [34]. 

In conventional CNN, data flow occurs linearly from one layer to the next. Each con-
volutional layer flows its output directly to the next layer, allowing for gradual feature learning. 
However, one of the main challenges of conventional CNN is the vanishing gradient phe-
nomenon, especially in very deep networks. This phenomenon can hinder the training process 
because the gradient used to update the weights in the network becomes smaller as the num-
ber of layers increases[35], [36]. 

To overcome some of the limitations of conventional CNNs, DenseNet or Densely 
Connected Convolutional Networks was introduced as a more efficient alternative. DenseNet 
directly connects each layer to subsequent layers, allowing information and gradients to flow 
more freely through the network. Instead of relying solely on the previous layer's output, 
DenseNet combines the outputs of all previous layers as input to each new layer. This ap-
proach not only improves the flow of information in the network but also promotes the reuse 
of previously learned features, which reduces the risk of overfitting and improves network 
efficiency[37]. 

Meanwhile, Inception, often referred to as GoogLeNet, introduces the concept of the 
Inception module, which provides flexibility in choosing the most relevant filter size for 
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different features in an image. In Inception, each layer combines multiple filter sizes in a single 
unit, allowing the network to capture different types of features in an image simultaneously. 
This multi-scale approach allows the model to be more adaptive in dealing with large varia-
tions in input data, making it more effective in various applications, including face recogni-
tion[38]. 

Although based on CNN architecture, these three models offer different approaches in 
the feature extraction process. Conventional CNN follows a linear path in data processing, 
while DenseNet adopts a more complex connectivity approach to optimize the flow of infor-
mation. On the other hand, Inception utilizes a variety of filters in each layer to capture more 
information from the image. This study explores the performance of these three models in 
the context of Occluded Face Recognition to understand how each model handles the chal-
lenge of recognizing faces occluded by objects or certain conditions. 

2.3 FaceNet 

FaceNet is one of the latest methods in face recognition that uses deep convolutional 
networks to optimize the representation of faces in the form of feature vectors. This approach 
is known as one-shot learning (see Figure 2), where the model can be trained using a small 
number of face images to produce a robust representation. Once the model is trained, it can 
be used to identify new faces without extensive retraining. FaceNet trains face directly in 
Euclidean space, where the distance between the resulting feature vectors reflects the similar-
ity between the face models. Smaller distances indicate higher similarity, which allows for 
easier and more accurate face recognition and classification[22], [39], [40]. 

 

Figure 2. Struktur model FaceNet 

One of the main advantages of FaceNet is its ability to improve face recognition accuracy 
by addressing common challenges, such as occlusion, blur, lighting changes, and variations in 
head pose angles. FaceNet is designed to handle these conditions effectively, enabling accu-
rate face identification even under non-ideal conditions. This method also offers efficiency in 
terms of the required training data, allowing the model to achieve high performance with a 
relatively small dataset. In addition, FaceNet's ability to easily update the model without re-
quiring extensive retraining makes it one of the most advanced and efficient face recognition 
technologies[41]. 

DeepFace, developed by the Facebook research team, is one of the pre-trained models 
often combined with FaceNet. DeepFace also uses deep learning to map facial images into 
3D space, and gradually trains the network to recognize various facial features through big 
data. When used in conjunction with FaceNet, DeepFace serves as an initial model that facil-
itates more effective feature extraction. DeepFace has been tested on various scenarios and 
has shown high accuracy in various face recognition conditions, making it a popular choice 
in large-scale face recognition implementations[42], [43]. The combination of FaceNet with 
the DeepFace model results in a very efficient facial recognition system that can perform well 
even in difficult conditions such as poor lighting or unusual facial poses. This provides a 
competitive advantage in face recognition applications, where speed and accuracy are critical. 

2.4 Tensorflow 

TensorFlow is one of the most widely used open-source libraries for deep learning and 
machine learning, simplifying and accelerating the research and implementation of neural net-
work models such as CNNs[44]. TensorFlow was developed by a team of researchers at 
Google Brain as part of an initiative to accelerate progress in machine learning and deep 
neural network research. The library is designed to make it easier for researchers and practi-
tioners to build, train, and deploy various neural network models, from simple to com-
plex[22]. 
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TensorFlow works based on data flow graphs, where mathematical operations are rep-
resented as nodes in the graph, while the graph's edges represent data flows in the form of 
multidimensional arrays called tensors. Tensors are data structures that allow TensorFlow to 
handle a wide range of machine learning tasks efficiently, including operations on multidi-
mensional data such as images, text, or signals[45]. Tensors generalize vectors and matrices 
to higher dimensions, and TensorFlow uses them to store and manipulate data during model 
training and inference. 

One of the main features of TensorFlow is automatic differentiation, which allows au-
tomatic gradient computation during the model training process. This is done using back-
propagation, where the gradient of the loss function is computed relative to the model pa-
rameters to optimize the model performance. The gradient equation optimized through back-
propagation can be expressed in Equation (1). 

∇𝜃𝐽(𝜃) =
𝜕𝐽(𝜃)

𝜕𝜃
  (1) 

Where 𝜃 represents the model parameters, and 𝐽(𝜃) is the loss function. This calculation 
allows TensorFlow to update the model weights during training efficiently. 

TensorFlow also provides a high-level interface like Keras, which makes it easy to build, 
train, and evaluate neural network models. Keras, originally developed as a separate library, is 
now an integral part of TensorFlow, allowing users to build models quickly and intuitively 
without the need to understand deep technical details[46]. With Keras, users can easily define 
model architecture, loss function, optimizer, and evaluation metrics in a few lines of code. 
TensorFlow is highly scalable, allowing model execution on various devices ranging from 
CPUs and GPUs to Tensor Processing Units (TPUs), which Google specifically designs to 
accelerate deep learning computations[47]. TensorFlow also supports execution on various 
platforms, including desktops, servers, and mobile devices, making it a top choice for devel-
oping machine learning applications that require high performance and flexibility. In addition, 
TensorFlow has a large ecosystem with additional modules and tools, such as TensorFlow 
Hub for model reuse, TensorFlow Lite for mobile application development, and Tensor-
Flow.js for implementation in web-based environments. It makes it easy for developers to 
apply machine learning models in various contexts and applications. This study uses Tensor-
Flow as the main platform to implement and optimize the CNN, DenseNet, and FaceNet 
models, which have been discussed previously. With its extensive capabilities, TensorFlow 
enables more efficient and reliable experimentation and development of deep learning mod-
els, which are key to achieving accurate results in face recognition. 

3. Proposed Method 

Several steps must be carried out to carry out face recognition analysis using the specified 
method, as illustrated in Figure 3. More detailed research stages are explained in sections 3.1 
to 3.5. 

3.1 Collecting Dataset  

The study used three public datasets such as YALE, Essex Grimace, and Georgia Tech. 
More detailed explanations related to the URL are presented in the data availability statement, 
while more detailed information about the dataset is presented in Table 1. 

3.2 Preprocessing and Data Splitting 

It can be seen in Table 1 because the facial image dataset has different types in both Red, 
Green, and Blue (RGB) color formats, and some use grayscale. Then, all images are converted 
to grayscale using the OpenCV library (cv2) in Python with the code `resized_image = 
cv2.resize(image, (180, 200))`. In addition, the image dimensions are also different, so the 
image needs to be changed to 180×200 pixels. This step aims to align all images in each dataset 
so that they are the same size and more focused on identifying faces in the image. Further-
more, the dataset is split into three parts, namely Training Data of 80%, Validation Data of 
10%, and Testing Data of 10% of the total dataset. 
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Figure 3. Occluded Face Recognition Method 

Table 1. Dataset properties and sample images. 

Dataset 
Number 
of Class 

Number 
of Images 

Image    
Dimension 

Format Sample Images 

YALE 15 164 320×243 Grayscale 

 
Essex Grimace 18 360 180×200 RGB 

 
Georgia Tech 50 750 180×200 RGB 

 

3.3 Recognition Modelling  

Next, the training data is trained using several methods, such as standard KNN and 
KNN with FisherFace, CNN, DenseNet, Inception, and FaceNet with DeepFace. After go-
ing through the data preprocessing section, the next stage is to design a model using the 
specified methods and architecture.. 

3.3.1 K-Nearest Neighbors (KNN) Model 

In the K-Nearest Neighbors (KNN) method, classification is performed by calculating 
the distance between an unknown data point and all data points in the training dataset using 
a specific distance metric. Euclidean Distance is the most commonly used distance metric, 
calculated using Equation (2). 

𝑑(𝑝, 𝑞) = √∑ (𝑝𝑖 − 𝑞𝑖)
2𝑛

𝑖=1   (2) 

Where 𝑝 and 𝑞 are two points in the feature space; 𝑝𝑖 and 𝑞𝑖 are the 𝑖𝑡ℎcomponents of 

points 𝑝 and 𝑞, respectively; 𝑛 is the number of features used in the data representation. 
Additionally, the FisherFace method, which involves a cascading approach of Principal 

Component Analysis (PCA) and Linear Discriminant Analysis (LDA), is applied to enhance 
the performance of the KNN model for face recognition tasks. In the first stage of Fisher-
Face, PCA is utilized to reduce the dimensionality of the facial dataset by identifying and 
retaining the most significant components that capture the majority of the variance in the 
data. This step effectively handles features that may be highly correlated, thus simplifying the 
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data and mitigating the risk of overfitting. By reducing the number of dimensions, PCA helps 
focus the subsequent analysis on the most relevant features, making the model more efficient. 

Following PCA, LDA is applied to the reduced-dimensional data as part of the Fisher-
Face method. The role of LDA in this cascading process is to project the data onto a new 
axis that maximizes the separation between classes, considering the class labels. LDA opti-
mizes class discrimination by finding the linear combinations of the input features that best 
separate the different classes. This combination of PCA and LDA within the FisherFace 
framework ensures that the data is not only simplified but also structured in a way that en-
hances the performance of the KNN classifier in recognizing faces. Both PCA and LDA are 
implemented using the Scikit-learn (SkLearn) library, a popular Python library for machine 
learning, which provides robust tools for executing these dimensionality reduction and clas-
sification tasks. 

3.3.2 Convolutional Neural Network (CNN) Model 

The Convolutional Neural Network (CNN) model consists of several consecutive layers, 
namely convolutional, pooling, and fully connected layers. The design of this model aims to 
improve classification accuracy by utilizing important features extracted from the input im-
ages[29], [48], [49]. In the first layer, an image of a dimension of 180x200 pixels is input into 
the network. The first layer is a convolutional layer with 32 filters of size 3x3, as expressed in 
Equation (3). 

𝑍 = 𝑊 ∗ 𝑋 + 𝑏 (3) 

Where 𝑊 is the filter weight (weight matrix applied to the input image); 𝑋 is the input (data 

representation of the image); 𝑏 is the bias (scalar value added to adjust the output of the 
convolutional operation). 

The output of this convolutional operation is then processed through the Rectified Lin-
ear Unit (ReLU) activation function, which is expressed in Equation (4) 

𝑅𝑒𝐿𝑈(𝑥) = max(0, 𝑥) (4) 

Next, the output from the first convolutional layer is passed to a pooling (MaxPooling) 
layer with a size of 2x2, which aims to reduce the spatial dimensions of the feature map. This 
process is repeated twice with increasing filters: 64 in the second convolutional layer and 128 
in the third. A MaxPooling layer of the same size follows each convolutional layer. This pro-
cess aims to extract more complex and relevant features from the input image. 

After the three convolutional and pooling layers, the output is flattened into a one-di-
mensional (1D) vector to be fed into the dense layer. The output layer is a dense layer with 
50 neurons, corresponding to the number of classes to be predicted, using the softmax acti-
vation function to produce classification probabilities. The softmax function is expressed in 
Equation (5). This function transforms the output into a probability distribution for each 
class, ensuring that the total probability for all classes equals 1. 

𝑆𝑜𝑓𝑡𝑚𝑎𝑥(𝑥𝑖) =
𝑒𝑥𝑖

∑ 𝑒𝑥𝑗𝑗

 (5) 

Where 𝑥𝑖 is the output of the 𝑖𝑡ℎ neuron; 𝑒𝑥𝑖  is the exponential of the value 𝑥𝑖 ; ∑ 𝑒𝑥𝑗𝑗  is the 

sum of all exponential values for all neurons in the output layer. 
In addition to CNN, DenseNet is also employed as one of the fine-tuned models using 

the facial dataset. The pre-trained weights on the ImageNet dataset are leveraged to accelerate 
convergence and enhance model performance. The output layer is replaced, and an additional 
dense layer is added for facial identity classification. During training, callbacks such as Ear-
lyStopping and ModelCheckpoint are implemented to optimize the training process and pre-
vent overfitting. Similarly, the Inception model utilizes pre-trained weights from ImageNet 
to expedite convergence and improve performance. Like DenseNet, Inception also benefits 
from using callbacks such as EarlyStopping and ModelCheckpoint to ensure the model is 
effectively optimized and overfitting is minimized. 

3.3.3 FaceNet 

FaceNet utilizes deep convolutional networks and triplet loss training to maximize the 
Euclidean distance between the embedding vectors of different facial images, while 
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minimizing the distance between the [39], [40]embedding vectors of images of the same face. 
The Triplet Loss formula can be defined in Equation (6). 

𝐿 = ∑ [∥ 𝑓(𝑥𝑖
𝑎) − 𝑓(𝑥𝑖

𝑝
) ∥2

2 −∥ 𝑓(𝑥𝑖
𝑎) − 𝑓(𝑥𝑖

𝑛) ∥2
2+ 𝛼]

𝑁

𝑖
 (6) 

Where 𝑥𝑖
𝑎 is the anchor, which is the reference image; 𝑥𝑖

𝑝
 is the positive, which is the image 

of the same person as the anchor; 𝑥𝑖
𝑛 is the negative, which is the image of a different person 

from the anchor; 𝑓(𝑥) is the embedding of image 𝑥; 𝛼 is a predefined margin used to pre-
vent the model from making the distance between the anchor and positive too small or the 
distance between the anchor and negative too large. 

FaceNet is configured using the DeepFace library. The FaceNet model is loaded with 
the command DeepFace.build_model("Facenet") internally configures the model for feature 
extraction processes. DeepFace also provides various functions for further adjustments, in-
cluding model parameter settings, which the library automatically manages. Overall, the main 
parameter used in the configuration of FaceNet in this study is the specification of the 
FaceNet model itself through the DeepFace command, with further adjustments handled by 
DeepFace to ensure that the model functions optimally in the context of facial feature extrac-
tion. 

3.4 Adding Occlusion  

After the data was divided into three sets (training, validation, and testing), some images 
within the Testing Data sets added a black object to the eye area. The addition of this black 
object was designed to mimic the effect of eyeglasses, allowing for an evaluation of how such 
occlusions affect the model's accuracy in facial recognition[50]. By comparing the accuracy 
between images with and without the black object over the eyes, the model's robustness to 
common visual variations can be better understood, as illustrated in Figure 3. 

 

Figure 3. Sample of occlusion effect adding on eyes 

3.5 Evaluation 

In this section, the performance of the face recognition models is evaluated using accu-
racy, precision, recall, and F1-score. Accuracy is emphasized as the primary metric due to the 
nearly balanced class distribution in the dataset, making it a reliable measure of overall model 
performance[51]. A balanced dataset ensures accuracy reflects how well the models distin-
guish between different classes without being skewed by class imbalances. While accuracy 
offers a straightforward assessment of classification effectiveness, precision, recall, and F1-
score provide additional insights[48], [52], [53]: 
• Precision measures the model’s ability to correctly identify positive instances, focusing 

on minimizing false positives. 
• Recall evaluates the model’s effectiveness in detecting all relevant positive instances, 

thereby reducing false negatives. 
• F1-score combines precision and recall, offering a balanced metric that accounts for 

both types of errors. 
Although precision, recall, and F1-score contribute to a nuanced understanding of model 

performance, the focus remains on accuracy, as it offers a clear and comprehensive indication 
of the models' efficacy, particularly given the balanced nature of the dataset. 
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4. Results and Discussion 

In this section, the performance of the proposed methods is evaluated on three different 
datasets using the techniques described in detail in the previous section. The results obtained 
from this evaluation provide insight into the effectiveness of each method under various con-
ditions. The configurations of the CNN and FaceNet models, which play a crucial role in the 
accuracy and robustness of the face recognition task, are presented in the following table. 
These configurations highlight the specific parameters and settings used to optimize the per-

formance of the models on each dataset. In the KNN model, the value of 𝑘 = 3 is used, the 
selection of this value is based on the best results of trial and error, while the configurations 
of the deep learning model are presented in Table 2.. 

Table 2. CNN-based and FaceNet Configuration. 

Configuration 
Parameter Value 

CNN standard DenseNet Inception FaceNet 

Optimizer adam adam adam - 

Loss Function 
categorical_crossen-

tropy 
categorical_crossen-

tropy 
categorical_crossen-

tropy 
Triplet Loss 

Metrics Accuracy Accuracy Accuracy - 

Callback - 

EarlyStopping ( 
monitor='val_loss', 

patience=3,      
verbose=1) 

ModelCheckpoint( 
save_best_only) 

EarlyStopping ( 
monitor='val_loss', 

patience=3,      
verbose=1) 

ModelCheckpoint( 
save_best_only) 

- 

Epoch(s) 20 20 20  

Feature Extrac-
tion 

- - - DeepFace.represent 

Classifier softmax softmax softmax SVC(kernel='linear') 

Table 3. Accuracy of face recognition result for all methods with and without occlusion 

Method Occlusion Essex Grimace YALE Georgia Tech 

KNN 
No 100 97 74 

Yes 100 97 - 

KNN+ FisherFace 
No 100 97 82 

Yes 100 93 - 

CNN 
No 100 100 82 

Yes 94 100 - 

DenseNet 
No 81 93 65 

Yes 72 90 - 

Inception 
No 100 83 91 

Yes 92 53 - 

FaceNet + DeepFace 
No 97 100 98 

Yes 53 70 - 

 
Based on Table 3, it can be seen that the performance of the face recognition method 

before and after the addition of occlusion shows a significant pattern. KNN, both in the 
standard version and when combined with FisherFace, maintains high accuracy. For example, 
KNN achieves 100% accuracy on the Essex Grimace and YALE datasets, even when there 
is occlusion. This shows that the KNN method, although a traditional machine learning al-
gorithm, has excellent flexibility in detecting faces with or without occlusion. This advantage 
could be because KNN relies on the instance-based learning method, which is less affected 
by changes caused by occlusion. 

CNNs also show strong performance, especially in the absence of occlusion. On the 
Essex Grimace dataset, CNN achieves 100% accuracy without occlusion, but drops slightly 
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to 94% when occlusion is present. On the YALE dataset, CNN consistently maintains 100% 
accuracy with and without occlusion, demonstrating the model’s robustness to data variation. 
CNN, which has a simpler architecture than DenseNet and Inception, appears to be more 
flexible in handling occlusion, possibly due to its lack of complexity, which allows the model 
to better adapt to changes. 

 

Figure 4. Essex Grimface's best result with occlusion using KNN 

 

Figure 5. Yale's best result with occlusion using CNN 

Meanwhile, DenseNet and Inception show a more significant drop in performance when 
occlusion is added. DenseNet, for example, drops from 81% to 72% on the Essex Grimace 
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dataset. Inception also sees a drop in performance from 100% to 92% on the same dataset. 
This may indicate that these models, which are more complex and typically require more 
structured data, are more sensitive to perturbations such as occlusion. 

 

Figure 6. Training and validation accuracy and loss plot on Yale with occlusion using CNN 

 

Figure 7. Georgia Tech's best result without occlusion using FaceNet+DeepFace 

FaceNet + DeepFace performs the highest on the large Georgia Tech dataset with 98% 
accuracy, demonstrating its strength in handling large and complex data. However, its perfor-
mance drops significantly when occlusion occurs, from 97% to 53% on the Essex Grimace 
dataset and from 100% to 70% on the YALE dataset. While FaceNet + DeepFace is very 
effective on large, unperturbed datasets, it is less robust in real-world situations where occlu-
sion is typical. Overall, this analysis suggests that traditional machine learning methods such 
as KNN can offer better robustness to occlusion than more complex deep learning methods. 
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On the other hand, deep learning models such as CNN, DenseNet, and Inception show a 
more outstanding performance drop when faced with occlusion, with FaceNet + DeepFace 
showing the highest sensitivity to perturbation despite outperforming on large datasets. Fur-
thermore, the best confusion matrix results for each dataset are presented in Figures 4, 5, and 
7. In addition, the CNN epoch plot is also presented in Figure 6. Based on the confusion 
matrix display, it can also be seen that the best precision, recall, and F1 values for the Essex 
Grimface and Yale datasets are 1.0, while for the Georgia Tech data, the precision is 0.99, 
while the recall and f1 are 0.98. Furthermore, several comparisons were also carried out with 
several related studies, the results of which are presented in Table 4. 

Table 4. Accuracy (%) comparison with related works without occlusion 

Method Essex Grimface Yale Georgia Tech 

Ref[10] - 72 - 

Ref[17] - - 94 

Ref[54] 95 - - 

Ours (best results) 100 100 98 

 
Based on the results presented in Table 4, the proposed method appears to perform 

better than the method for related work without occlusion. This shows that the method ana-
lyzed in this study has robust performance and performs image recognition. 

5. Conclusions 

This study provides an in-depth analysis of the effectiveness of various machine learning 
and deep learning techniques for face recognition under occlusion. The results show that 
traditional machine learning methods, such as K-Nearest Neighbors (KNN), demonstrate 
remarkable robustness in dealing with occlusion, with high accuracy, even in challenging sce-
narios. In contrast, deep learning models such as CNN, DenseNet, Inception, and FaceNet, 
while generally achieving high accuracy under ideal conditions, show significant performance 
degradation when faced with visual occlusion. 

Specifically, KNN, in its standard form and when combined with FisherFace, consist-
ently achieves 100% accuracy on the Essex Grimace and YALE datasets, regardless of the 
presence or absence of occlusion. This suggests that more straightforward instance-based 
learning methods may offer greater flexibility in real-world applications with common data 
imperfections. On the other hand, deep learning models, despite their sophisticated architec-
tures, are more sensitive to variations such as occlusion, which can significantly impact their 
performance. For example, FaceNet + DeepFace, which achieved a peak accuracy of 98% on 
the large Georgia Tech dataset, saw a significant drop in accuracy when occlusion was intro-
duced, with the score dropping to 53% on the Essex Grimace dataset. 

These findings suggest that while deep learning methods excel in environments where 
data is clean and well-structured, traditional machine learning techniques such as KNN may 
provide more consistent and reliable performance in practical scenarios where occlusion or 
noise is present. Future research could explore hybrid approaches that combine the strengths 
of both methods to develop more robust facial recognition systems that can adapt to various 
real-world conditions. 
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