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Abstract: This research explores the effectiveness of machine learning (ML) and deep learning (DL) 

classification methods in Aspect-Based Sentiment Analysis (ABSA) on product reviews, incorporating 

Latent Dirichlet Allocation (LDA) for topic modeling. Using the Amazon reviews dataset, this research 

tests models such as Naive Bayes (NB), Support Vector Machines (SVM), Random Forest (RF), Long 

Short-Term Memory (LSTM), and Gated Recurrent Units(GRU). Important aspects such as the 

product's quality, practicality, and reliability are discussed. The results show that the RF and DL models 

provide competitive performance, with the RF achieving an accuracy of up to 94.50% and an F1 score 

of 95.45% for the reliability aspect. The study's conclusions emphasize the importance of selecting an 

appropriate model based on specifications and data requirements for ABSA, as well as recognizing the 

need to strike a balance between accuracy and computational efficiency. 

Keywords: Aspect-Based Sentiment Analysis; Aspect Extraction; LDA Topic Modelling; Natural Lan-

guage Processing; Product Reviews Sentiment. 

 

1. Introduction 

Aspect-based sentiment Analysis (ABSA) is an evolution of traditional sentiment analysis 
that offers a more detailed and specific approach to interpreting product reviews[1]. Tradi-
tional sentiment analysis generally only assesses overall polarity[2]. In the case of product 
reviews using ABSA allows sentiment analysis regarding specific aspects of the product, such 
as quality, price or customer service. The advantages of this technique include providing more 
specific information for product development and marketing strategies, increasing accuracy 
in understanding consumer sentiment, and the ability to target product improvement areas 
more effectively[2]–[5]. For example, if there is a review, "This camera has excellent resolu-
tion, but the battery drains quickly," the model will learn to identify "excellent resolution" as 
a positive sentiment related to the "camera" and "battery drains quickly" as a negative senti-
ment. which is related to the aspect of "battery." This approach allows companies to gain a 
more specific analysis of what consumers like and don't like about their products, providing 
more accurate and in-depth insights for product improvements and more effective marketing 
strategies. 

One of the important stages in ABSA is topic modeling. This is an important stage to 
discover hidden topics or aspects in a large body of text. One popular method used is Latent 
Dirichlet Allocation (LDA)[6]–[9]. This method can reveal the main topics in the review, thus 
further increasing understanding of the various aspects discussed in the review. Next, experts 
are needed to determine further aspects to be researched. By integrating LDA topic modeling 
with ABSA, this research aims to provide a more comprehensive analysis that not only clas-
sifies sentiment but also identifies common topics in reviews. 

Various models have been adopted to improve understanding of the nuances of senti-
ment regarding specific aspects of product reviews. Machine learning (ML) models such as 
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Naive Bayes (NB)[10]–[12], Support Vector Machines (SVM)[10]–[15], Random Forest 
(RF)[10]–[12], [16], as well as deep learning (DL) based on Recurrent Neural Networks 
(RNN)[14] such as Long Short-Term Memory (LSTM) and Gated Recurrent Units(GRU), 
and Transformer-based models have been widely used. NB is renowned for its speed and 
efficiency in handling large datasets, although it often suffers from a lack of accuracy when 
dependencies between features are significant. There are two types of NB, namely Gaussian 
NB (GNB) and Multinomial NB (MNB), two variants of the Naive Bayes classification algo-
rithm that differ based on the assumed probability distribution of their features. GNB, the 
default NB option, works assuming that features follow a Gaussian distribution and is better 
suited to continuous data assuming a Gaussian distribution. In contrast, MNB can assume a 
multinomial distribution on features, particularly effective for data consisting of frequencies, 
such as words in text, making it a popular choice for document classification and sentiment 
analysis[17].  

SVMs are highly regarded for their ability to clearly separate categories of data but can 
be inefficient on huge datasets. Random Forest improves this by providing more stable results 
and being able to handle data variability well, but it can be very complex and require large 
computing resources. LSTM and GRU provide advantages in recognizing context and long-
term dependencies in text, which makes them ideal for tasks such as ABSA[18]–[23]. They 
allow models to understand more complex nuances of language but often require a lot of data 
and significant training time. 

Finally, Transformer-based models, such as BERT, offer major advances in natural lan-
guage processing by using attention mechanisms to understand the context of words in a 
sentence more effectively. These models have reached the state-of-the-art on many NLP 
tasks, including ABSA[2], [5], [24], [25]. Although very powerful, these models are often com-
putationally resource-intensive and can overfit if not tuned carefully on smaller datasets. Each 
model has its place depending on the specific use case, data availability, and computing re-
sources. 

This research explores, compares, and analyzes various ML and DL methods on product 
review datasets, incorporating LDA for topic modeling to uncover hidden themes in the re-
views.. Meanwhile, the transformer method is not used because it is related to the limited 
resources used. The remainder of this paper discusses the related works that inspired this 
research in section 2. The method and detailed explanation of the stages are in section 3, the 
results and discussion containing an explanation of the dataset, the results of the overall sen-
timent analysis based on aspects, and the conclusion presented in the last section. 

2. Related Works 

Research [3] developed an aspect-based sentiment analysis system for e-commerce prod-
uct reviews, using unsupervised machine learning techniques such as Lexicon uni-gram and 
bi-gram, as well as supervised techniques such as SVM. The goal is to extract and classify 
reviews as positive or negative, allowing consumers and manufacturers to understand cus-
tomer opinions of products better. SVM showed the best performance with an accuracy of 
84%, standing out as the most effective method in assessing sentiment at the aspect level of 
reviews, which is beneficial in providing more detailed and relevant insights for purchasing 
decisions. 

Research regarding ABSA for product reviews was also carried out by [26]. This research 
proposes fastText word embedding to avoid the Out of Vocabulary problem in the dataset 
as well as GRU for aspect distribution detection. Sentiment classification on aspects using the 
Memory Network method. Experimental results show that aspect-based sentiment classifica-
tion predictions have an accuracy of 83%, which is higher than the overall classification pre-
diction of 78%, indicating that aspect-based sentiment analysis can improve model perfor-
mance in product review classification predictions. 

Another study [14] discusses the ABSA of hotel reviews using two machine learning 
approaches, namely Deep RNN and SVM. Both models are trained with lexical, word, syn-
tactic, morphological, and semantic features. The research results show that the SVM ap-
proach performs better than RNN in three main tasks: aspect category identification, opinion 
target expression (OTE) extraction, and sentiment polarity identification. Numerically, the 
SVM achieved an F1 score of 93.4% for aspect category identification, 89.8% for OTE, and 
95.4% accuracy for polarity identification. In comparison, the RNN recorded an F1 score of 
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48% for aspect and OTE category identification, as well as an accuracy of 87% for polarity 
identification. Although SVM is more accurate, RNN shows faster training and testing speed, 
especially for OTE extraction tasks. The research also discusses potential improvements to 
this approach by using other neural networks, such as LSTM, for future work. 

Study [10] developed the ABSA model for film reviews using machine learning tech-
niques. The dataset consists of 2800 film reviews collected from YouTube via the YouTube 
Data API. These reviews are then processed and labeled into positive or negative aspects by 
experts based on certain aspects of the reviewed film. Several machine learning algorithms 
are applied, including RF, Logistic Regression (LR), SVM, and MNB. RF and MNB show 
excellent performance with an accuracy of 88%, while LR and SVM achieve an accuracy of 
around 87%. 

Based on the related studies, various ML methods, such as MNB, SVM, and RF, as well 
as DL, such as LSTM and GRU, have been applied in several ABSA studies. RF and MNB 
show good performance in [10], while SVM is also sufficient and used in research [3], [10], 
[14]. GRU has performed well in research [26], and LSTM is considered to have good poten-
tial in research [14]. So, this research proposes to explore and compare the five methods to 
compare their performance in ABSA product reviews. 

3. Method 

This research proposes to analyze three ML models and two DL models. In general, the 
proposed stages are illustrated in Figure 1. 

 

 

Figure 1. ABSA method stages in this research 

Based on Figure 1, the stages above are explained in more detail as follows: 
1. Text cleaning and normalization: The input dataset is read using a data frame, then a text 

cleaning process is carried out to clean the text from HTML tags, remove non-alphabetic 
characters, and carry out normalization by changing all text to lowercase and tokeniza-
tion by breaking the text into words -say. These processes help to reduce noise and 
facilitate analysis. These commands are presented in Figure 2 as Python code snippets, 
where text is the output variable. 
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Figure 2. Command in cleaning text function. 

2. Aspect extraction: In this section, the extract_aspects function is created to search for 
keywords that determine aspects in text tokens and collect them as relevant aspects. 
These aspects are defined in the aspect_terms list. 

3. Review data cleaning and preparation: The new cleaned_reviews column in the data 
frame is filled with reviews that have been cleaned. The aspects column contains the 
aspects extracted from each review. 

4. Text vectorization: Cleaned review text is converted into a numeric vector using scikit-
learn's CountVectorizer, which converts text into numeric features that a machine learn-
ing model can process. This vector describes the frequency of occurrence of words in a 
document, which is very useful for text classification models. 

5. Data splitting and model training: Data is divided into training and testing sets with a 
composition of 80% and 20%. Five models are trained on training data, namely NB, RF, 
SVM, LSTM, and GRU. The configuration of each model is presented in Table 1. 

Table 1. Models Configuration. 

Model Configuration 

MultinomialNB Default mode 

Random Forest n_estimators=100; random_state=42 

SVM kernel='linear' 

LSTM 
input_dim=1000; hidden_dim=50; num_layers=2; dropout_rate=0.5;            

optimizer=Adam; learning_rate= 0.001; batch_size=32 

GRU 
input_dim=1000; hidden_dim=50; num_layers=2; dropout_rate=0.5;            

optimizer=Adam; learning_rate= 0.001; batch_size=32 

 
6. Topic modelling: Topic modeling with Latent Dirichlet Allocation (LDA) involves sev-

eral main steps. First, the review data is loaded and cleaned of unwanted characters, 
converted to lowercase, and tokenized. The stop words were then removed. Next, a 
dictionary and corpus are created for the LDA model. A dictionary contains a unique 
list of words, while a corpus is a numerical representation of a document. The LDA 
model is then trained using the dictionary and corpus to identify key review topics. Once 
topics are identified, relevant aspects are extracted from them. These aspects were then 
used to identify key aspects in the review, and the frequency of occurrence of each aspect 
was calculated for further analysis. This process helps reveal hidden topic structures in 
large text datasets and can be used for aspect analysis in sentiment analysis. Next, words 
that are appropriate to the topic or aspect the expert wants to research are selected. 

7. Evaluate the sentiment and aspect-based: testing is done by calculating the confusion 
matrix, accuracy, precision, recall, and F1 score. A confusion matrix measures the num-
ber of true positives, false positives, true negatives, and false negatives. Ac-curacy calcu-
lates the proportion of correct predictions to the total number of cases. Precision calcu-
lates the proportion of positive predictions that are truly positive. Recall/Sensitivity cal-
culates the proportion of actual positives detected. F1-Score is the harmonic mean of 
precision and recall. For sentiment, it is calculated on test data, while aspect-based data 
uses a subset of data based on the presence of aspect keywords, then makes predictions 
and calculates evaluation metrics. 

4. Results and Discussion 

4.1. Dataset 

This research was implemented using Python and Google Collabs as the IDE. Some 
important libraries used for data manipulation, statistical modeling, visualization, and text 
analysis are Pandas, sklearn, matplotlib, seaborn, and textblob. This research uses the Amazon 
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reviews dataset, downloaded from the URL https://www.kaggle.com/datasets/lievgar-
cia/amazon-reviews. This dataset has been preprocessed to consist of two positive and neg-
ative sentiments, each with 10,500 reviews, with no missing values and duplicate data. Addi-
tionally, 30 product categories with 700 reviews indicate a balanced distribution across cate-
gories. Visualization of the dataset distribution is presented in Figures 3 and 4. 

 

Figure 3. Distribution of Sentimen Reviews. 

 

Figure 4. Distribution of product categories of Amazon reviews. 

4.2. Training and Testing for Sentiment Analysis 

As explained in section three, three machine learning models, namely MultinomialNB, 
RF, and SVM, were tested, and two deep learning models, LSTM and GRU, were also tested. 
The configuration of each model is described in Table 1. For training data, 80% of the total 
dataset was used. The training for the two DL models was conducted with 100 epochs. The 
LSTM achieved a training accuracy of 97.87% and a loss of 0.0582, while the GRU achieved 
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an accuracy of 97.39% and a loss of 0.0675. The epoch training plots for LSTM and GRU 
can be viewed in Figures 5 and 6, respectively. For testing evaluation, 20% of the dataset was 
used, and the overall test results for accuracy, precision, recall, and F1-score of all five models 
are presented in Table 2, with the corresponding confusion matrices shown in Figure 7. 

 

Figure 5. Training loss and accuracy plot of LSTM. 

 

Figure 6. Training loss and accuracy plot of GRU. 

Table 2. Results of Sentiment Analysis. 

Method Accuracy Precision Recall F1 score 
Training 
Time (s) 

MNB 63.93% 62.83% 69.46% 65.98% 0.013 

RF 63.52% 64.90% 60.05% 62.38% 59.223 

SVM 60.17% 59.95% 62.98% 61.42% 1099.573 

LSTM 60.91% 60.50% 60.58% 60.54% 
415.802 (100 

epoch) 

GRU 61.04% 61.68% 61.55% 61.62% 
255.309(100 

epoch) 

 
Before analyzing the results in Table 2, it is important to consider that the dataset used 

is balanced. This allows for a greater bias towards accuracy metrics as they effectively reflect 
the model's capabilities. Apart from that, the F1 Score is also relevant because it combines 
precision and recall, which is important in evaluating models in balanced dataset conditions, 
where each class has the same weight in the overall evaluation. The results presented in Table 
2 show that no one method stands out significantly, but several important observations can 
be concluded. MNB and RF both show more effective performance based on accuracy and 
F1 Score. However, MNB has a very fast time processing 21,000 data records, followed by 
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RF, which has a training time of less than 1 minute. SVM takes a much longer time compared 
to other methods, and its performance in sentiment analysis is relatively weak. The perfor-
mance of DL methods such as LSTM and GRU, in this case, is also not better than that of 
RF and MNB, but all the metrics are relatively balanced. The training process per epoch is 
also only around 4 seconds for LSTM and 2 seconds for GRU. Nevertheless, none of the 
methods achieves a very high level of accuracy, indicating room for further improvement and 
optimization. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Figure 7. Confusion matrix of sentiment analysis (a) Multinomial Naïve Bayes; (b) Random Forests; 
(c) SVM; (d) LSTM; (e) GRU. 

4.2. Aspect Analysis Comparison Results 

As explained in section three, topic modeling was conducted using LDA, resulting in the 
identification of the following aspects: 'first', 'black', 'flavor', 'water', 'air', 'loves', 'power', 'one', 
'speaker', 'would', 'tube', 'light', 'ink', 'read', 'story', 'case', 'sink', 'taste', 'gun', 'hot', 'like', 'use', 
'really', 'im', 'works', 'ice', 'skin', 'recommend', 'chain', 'kitchen', 'bar', 'mouse', 'printer', 'game', 
'tea', 'size', 'small', 'food', 'bought', 'little', 'shower', 'oil', 'dont', 'ring', 'cup', 'games', 'tv', 'nice', 
'luggage', 'phone', 'quality', 'shoe', 'well', 'good', 'camera', 'get', 'bag', 'time', 'bulb', 'temperature', 
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'movie', 'drink', 'watch', 'weather', 'battery', 'gold', 'bottle', 'print', 'play', 'sound', 'book', 'love', 
'bluray', 'weight', 'price', 'great', 'screen', 'old', 'coffee', 'clip', 'clean', 'easy', 'product', 'fit'. LDA 
visualization presented in Figure 8.  

Then experts selected these aspects from this list to ensure relevance and significance. 
The chosen aspects for detailed analysis are ‘quality’, ‘great’, ‘good’, ‘use’, ‘easy’, and ‘works’.” 
Here experts divide them into several main aspects, namely quality, practicality or usability, 
and reliability. The quality aspect is generally reflected by words such as “quality”, “great”, 
and “good”. The practicality or usability aspect is reflected by words like “use” and “easy”, 
and the aspect of reliability is reflected by words like “works”. Evaluation of the frequency of 
appearance of these aspects is presented in Figure 9. 

 

Figure 8. LDA topic modelling visualization. 

 

Figure 9. Aspect frequency in Amazon reviews. 
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Table 3. ABSA results for “quality” for the quality aspect. 

Method Accuracy Precision Recall F1 score 

MNB 81.54% 79.38% 92.46% 85.42% 

RF 93.51% 93.54% 95.50% 94.51% 

SVM 89.36% 89.48% 92.71% 91.07% 

LSTM 92.73% 93.98% 93.56% 93.77% 

GRU 92.66% 94.09% 93.30% 93.70% 

Table 4. ABSA results for “great” for the quality aspect. 

Method Accuracy Precision Recall F1 score 

MNB 77.11% 73.21% 87.49% 79.71% 

RF 92.45% 92.86% 92.42% 92.64% 

SVM 88.04% 87.03% 90.17% 88.58% 

LSTM 91.86% 91.66% 92.63% 92.15% 

GRU 92.25% 92.52% 92.44% 92.48% 

Table 5. ABSA results for “good” for the quality aspect. 

Method Accuracy Precision Recall F1 score 

MNB 79.88% 76.43% 87.40% 81.55% 

RF 93.22% 93.94% 92.64% 93.28% 

SVM 88.76% 88.30% 89.81% 89.05% 

LSTM 92.41% 93.26% 91.65% 92.45% 

GRU 92.60% 93.84% 91.41% 92.61% 

Table 6. ABSA results for “use” for the practicality aspect. 

Method Accuracy Precision Recall F1 score 

MNB 81.25% 78.95% 83.93% 81.37% 

RF 93.10% 93.92% 91.80% 92.84% 

SVM 90.12% 88.96% 91.04% 89.98% 

LSTM 92.43% 92.30% 92.01% 92.15% 

GRU 92.95% 92.80% 92.57% 92.69% 

Table 7. ABSA results for “easy” for the practicality aspect. 

Method Accuracy Precision Recall F1 score 

MNB 80.04% 77.30% 86.47% 81.62% 

RF 93.15% 94.74% 91.73% 93.21% 

SVM 88.95% 88.45% 90.23% 89.33% 

LSTM 92.26% 92.68% 92.19% 92.43% 

GRU 92.35% 93.83% 91.06% 92.43% 

Table 8. ABSA results for “works” for the reliability aspect. 

Method Accuracy Precision Recall F1 score 

MNB 78.89% 75.08% 82.85% 78.77% 

RF 93.69% 94.14% 92.41% 93.26% 

SVM 89.66% 88.89% 89.30% 89.09% 

LSTM 93.57% 93.85% 92.51% 93.17% 

GRU 94.19% 94.78% 92.86% 93.81% 
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The results shown in Tables 3 to 8 indicate several important findings. RF consistently 
shows excellent performance, with high accuracy and F1 scores across all analyzed aspects, 
confirming its effectiveness in dealing with variations in review data, which is also reflected 
in the visualization in Figure 8. Specifically, RF achieved the highest accuracy and F1 scores 
in almost all aspects, demonstrating its robustness and reliability in ABSA. DL models such 
as LSTM and GRU also show competitive results, underscoring their ability to understand 
the deeper context and nuances of the text, which is critical in sentiment analysis. The LSTM 
and GRU models exhibited high accuracy and F1 scores, particularly in the "quality" and 
"practicality" aspects, indicating their effectiveness in capturing complex patterns in the data. 
GRU, in particular, showed the highest F1 score in the "works" aspect. 

Meanwhile, although MNB performs better in sentiment analysis with speedy training 
times, its performance in aspect analysis is lower compared to the RF and DL models in 
several aspects. MNB performed adequately in the "use" and "easy" aspects but lagged behind 
RF and DL models in terms of accuracy and F1 scores for the "quality" and "works" aspects. 
SVM does not always achieve the best results compared to other methods, but it shows rea-
sonable performance in specific aspects. SVM demonstrated reasonable accuracy and F1 
scores but required significantly longer training times than other models. 

In general, although no one method dominates in all conditions, these findings indicate 
that the choice of model must be tailored to specific needs and data conditions. RF and DL 
models stand out for their complexity in capturing text nuances, while MNB offers an effi-
cient solution for situations that require speed. This underscores the importance of balancing 
accuracy and computational efficiency in method selection for ABSA. 

5. Conclusions 

This research succeeded in identifying and comparing the performance of various ML 
and DL methods in the context of ABSA, with the addition of LDA for topic modeling. The 
integration of LDA provided deeper insights by uncovering hidden themes in the reviews, 
which enhanced the aspect extraction process. The results show that Random Forest and DL 
models such as LSTM and GRU consistently perform well, reflecting their effectiveness in 
analyzing aspect-based sentiment by understanding the context and nuances of text more 
deeply. However, no method is significantly superior in all situations, indicating the need to 
adapt methods based on specific needs and data conditions. Additionally, these results offer 
insight into the importance of balancing accuracy and computational efficiency in selecting 
analytical methods. This research also recognizes some limitations, such as excluding the 
Transformer model due to limited resources, and recommends further investigation with 
more diverse models to optimize aspect-based sentiment analysis. 
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