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Abstract: This study presents a Quantum Machine Learning (QML) architecture for perfectly classi-

fying the Iris flower dataset. The research addresses improving classification accuracy using quantum 

models in machine-learning tasks. The objective is to demonstrate the effectiveness of QML ap-

proaches, specifically the Variational Quantum Circuit (VQC), Quantum Neural Network (QNN), and 

Quantum Support Vector Machine (QSVM), in achieving high performance on the Iris dataset. The 

proposed methods result in perfect classification, with all models attaining accuracy, precision, recall, 

and an F1-score of 1.00. The main finding is that the QML architecture successfully achieves flawless 

classification, contributing significantly to the field. These results underscore the potential of QML in 

solving complex classification problems and highlight its promise for future applications across various 

domains. The study concludes that QML techniques can offer transformative solutions in machine 

learning tasks, particularly those leveraging VQC, QNN, and QSVM. 

Keywords: Iris Dataset; Quantum Classification; Quantum Machine Learning; Quantum Neural   

Network; Quantum Support Vector Machine; Variational Quantum Circuit. 

 

1. Introduction 

Quantum computation has gained popularity due to its numerous applications, leverag-
ing non-classical features of quantum states [1]–[6]. Some tasks lack classical counterparts, 
while others show significant quantum advantages[7]–[9]. Entanglement and superposition 
are vital principles that have redefined how information is represented in quantum computa-
tion. Quantum computers differ from ordinary computers in using qubits instead of bits. 
Qubits, the fundamental units of information, are inherently complex, allowing quantum 
computers to handle tasks that regular systems cannot. Qubits have computational capabili-
ties that outperform conventional computing due to superposition and entanglement, indi-
cating a considerable departure from the field[10]–[13]. 

Superposition allows qubits to exist in states representing both 0 and 1 simultaneously. 
This feature enables quantum computers to perform complex calculations while exploring 

multiple possibilities simultaneously [14]–[16]. Equation |𝜓⟩ = 𝛼|0⟩ + 𝛽|1⟩  illustrates a 
qubit's quantum state, highlighting its ability to exist in several states simultaneously. This 
distinguishes quantum computing from classical paradigms and further proves quantum sys-

tems' enhanced computational capabilities. |𝜓⟩ represents the quantum state of a qubit in a 

two-dimensional complex Hilbert space, with basis vectors |0⟩ and |1⟩. The coefficients α 
and β determine the qubit's superposition in the states |0⟩ and |1⟩. Entanglement is a critical 
notion that characterizes the dependency between the states of numerous qubits. It allows 
quantum computers to excel at processing massive datasets and addressing specific compu-
tational issues[17], [18]. 

Machine learning (ML) is effective for data classification, regression, and clustering [19]–
[25]. However, applying quantum principles to ML is challenging. Quantum circuit learning 
(QCL), also known as quantum ML (QML), is a growing field combining quantum computing 
with ML [26], [27]. QML algorithms can be built as quantum circuits with various quantum 
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gate operations[28]–[30]. In addition to purely quantum approaches, hybrid quantum-classical 
methods have been proposed to harness the complementary strengths of quantum and clas-
sical computation. These hybrid methods often utilize quantum circuits for tasks like feature 
encoding and rely on classical optimization algorithms to adjust model parameters[31]–[34]. 
QML can advance quantum computing in the noisy intermediate-scale quantum (NISQ) era, 
offering significant advantages over classical methods, especially for near-term quantum de-
vices [29], [35] the development of pure quantum methodologies capable of processing clas-
sical data entirely within a quantum framework remains a more complex and less explored 
challenge. 

This study investigates QML performances for classifier tasks using a supervised learning 
technique on the Iris dataset as an experiment. We propose three QML architectures in this 
evaluation, namely adaptive quantum neural network (AQNN), variational quantum circuit 
(VQC), and quantum support vector machine (QSVM). Unlike hybrid approaches, this re-
search focuses on processing classical data entirely within a quantum system, highlighting 
pure quantum methods' unique challenges and opportunities. The contributions of this study 
are as follows: 
1. Proposal of QML architectures, including AQNN, VQC, and QSVM, tailored for binary 

classification tasks. 
2. Evaluation of the performance of pure quantum approaches in processing classical data 

for classification. 
3. Demonstrating the challenges and potential of implementing purely quantum solutions 

within a supervised learning context. 
The rest of this paper is organized into Section 2, which discusses related work, focusing 

on studies utilizing quantum and hybrid quantum-classical methods. Section 3 elaborates on 
the proposed methodologies, including dataset preparation, model design, and evaluation. 
Section 4 presents results and discussion, and Section 5 concludes the study with future di-
rections. 

2. Related Works 

Quantum machine learning (QML) represents a growing intersection between quantum 
computing and classical machine learning, enabling solutions to complex problems by lever-
aging quantum phenomena such as superposition and entanglement, a foundational study by 
Schuld et al. [27] and Havlíček et al. [28] introduced quantum-enhanced feature spaces, 
demonstrating the potential of quantum kernels in supervised learning. These works estab-
lished a framework for integrating quantum properties to enhance the expressiveness of ma-
chine learning models. 

The development of PQC, as discussed by Mitarai et al.[36], further advanced QML by 
optimizing quantum gate parameters for specific learning tasks. PQC has shown adaptability 
across various machine learning paradigms, including classification and regression, and re-
mains a cornerstone for QML architectures. 

Hybrid quantum-classical methods have also gained attention. For instance, Tomal et al. 
[33] proposed a Quantum Convolutional Neural Network (QCNN) that combines quantum 
feature extraction with classical layers for classification, achieving significant improvements 
in model accuracy. Similarly, Safriandono et al. [34] explored hybrid frameworks for integrat-
ing temporal and quantum features, highlighting the synergy between quantum encoding and 
classical optimization. 

While hybrid approaches effectively harness the strengths of quantum and classical com-
putation, fully quantum methods are less explored. Schuld and Killoran [29] highlighted the 
potential of processing data entirely within quantum domains, emphasizing the role of quan-
tum feature spaces and optimization techniques. This aligns with the growing need to inves-
tigate pure quantum methodologies that bypass classical dependencies, offering direct ad-
vantages for quantum-native applications. 

This study builds upon these advancements by focusing on fully quantum approaches, 
using VQC, QNN, and QSVM to process classical data in a purely quantum framework. Un-
like prior works that relied on hybrid systems, our research addresses the underexplored chal-
lenges of encoding classical data into quantum states and optimizing quantum-specific archi-
tectures for machine learning tasks. 
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3. Proposed Method 

In this work, we implement quantum operations developed using the Qiskit module on 
quantum hardware in the IBM Quantum platform. 

3.1. Dataset and preprocessing 

The Iris dataset is a well-known benchmark in machine learning, frequently utilized for 
data classification tasks. It comprises 150 samples of iris flowers, each characterized by four 
features: sepal length, sepal width, petal length, and petal width. These samples are categorized 
into three distinct classes, each representing a different species of iris: Iris setosa, Iris versi-
color, and Iris virginica, with 50 samples per class. To perform binary classification using the 
Iris dataset, we initiated a preprocessing stage in which we selected two of the three courses. 
Specifically, we chose the classes Iris setosa and Iris versicolor, while excluding the third class, 
Iris virginica. 

Another preprocessing stage includes normalizing the data using the Min-MaxScaler to 
address model sensitivity issues and reduce prediction errors [37]–[39]. Next, the dataset is 
divided into training and test sets to enable model training and evaluation[40]. This step in-
volves splitting the normalized data into a ratio of 70% for training and 30% for testing, 
ensuring that the model is trained on a subset of the data and validated on a separate subset 
to assess its performance[41]–[43]. 

2.2. QML Modeling 

Recalibrating within the context of QML is necessary for integrating quantum-based 
programming to make it executable on a quantum computer. The QML method is a quantum 
version of the classical ML based on the ideas of quantum mechanics. Investigating QML's 
potential for classification prediction is the main objective of the proposed endeavor. Figure 
1 shows the architecture of the proposed QML. 

 

Figure 1. The architecture of the proposed QML 

According to Figure 1, the first step of the QML approach is assigning qubits to each 
feature in the data. Next, each feature is mapped, which is also referred to as encoding. This 
is a basic phase in which quantum feature mapping is used to build a quantum state in the 
quantum Hilbert space[44], [45]. This technique brings qubits into many states of superposi-

tion and entanglement. The quantum feature mapping, E(𝑥⃗), as described in Equation (1), 

encodes the classical input vector 𝑥⃗ into the quantum state vector |𝜓(𝑥⃗)⟩ for each observa-

tion by applying it to the ground state |0⟩ for each qubit. In essence, every classical charac-
teristic is associated with a single qubit. 

E(𝑥⃗)|0⟩ = |𝜓(𝑥⃗)⟩ (1) 

After classical characteristics are first encoded into quantum states, an ansatz represented 

by A(𝜃). QML uses equation (2) to perform classification by evaluating the degree of simi-
larity between data vectors in the quantum feature space[46], [47]. 

A(𝜃)|𝜓(𝑥⃗)⟩ = |𝜓(𝜃, 𝑥⃗)⟩ (2) 
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Binary value encodings translate quantum state data into traditional values of 0 and 1 

once the classifier has been fitted[48], [49]. Parameterized (𝜃) are also adjusted to reduce loss 
function. 

2.3. Model Assessment 

ROC curves, recall, F1-score, accuracy, and precision are important for assessing classi-
fier models. The ratio of accurate forecasts to total predictions is known as accuracy. Recall 
evaluates the percentage of genuine positive predictions among all real positives, whereas 
precision measures the percentage of true positive forecasts across all positive predictions. 
The F1-score, the harmonic mean of accuracy and recall, balances these two measures. ROC 
curves illustrate performance across thresholds by plotting the true positive rate versus the 
false positive rate[44], [50], [51]. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃 + 𝑇𝑁)

(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁)
× 100 (3) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

(𝑇𝑃 + 𝐹𝑃)
× 100 (4) 

𝑅𝑒𝑐𝑎𝑙𝑙 (𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦) =
𝑇𝑃

(𝑇𝑃 + 𝐹𝑁)
× 100 (5) 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
2 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙)
 (6) 

In this case, true positives are indicated by TP, true negatives by TN, false positives by 
FP, and false negatives by FN. These metrics thoroughly assess the model's functionality and 
predicted accuracy inside a classification framework, giving important information about how 
well the model can accurately categorize instances into various groups. 

2.4. Parameter Optimization 

In QNN, feature mapping parameters and ansatz are based on adaptive circuit develop-
ment involving custom circuit structure variations. For VQC and QSVM, feature mapping 
parameters are based on variational circuits, such as PauliFeatureMap and ZFeatureMap. 
These feature mapping parameters enable the search for the best data encoding, effectively 
converting classical data into more informative quantum representations. In VQC classifica-
tion tasks, quantum circuit-based variational parameters such as RealAmplitudes, Effi-
cientSU2, and TwoLocal are used to find the optimal ansatz structure for processing input 
data. For QSVM, the basis for ansatz optimization is the selection of quantum kernels, such 
as FidelityQuantumKernel and FidelityStatevectorKernel. Optimizing encoding parameters 
and ansatz helps to solve effective data classification tasks by evaluating the similarity between 
data pairs in the quantum feature space, thereby improving the model's ability to learn and 
classify data.  

Gradient optimization is also added to adjust the parameters in the model to minimize 
the loss function using several optimization algorithms such as adaptive moment estimation 
(ADAM), constrained optimization by linear approximations (COBYLA), and analytic quan-
tum gradient descent (AQGD). By computing and updating the gradient of the loss function, 
quantum models can iteratively improve their performance in classification tasks, ensuring 
more informative quantum feature mappings and optimal ansatz for data processing. 

4. Results and Discussion 

4.1. Variational Quantum Circuit (VQC) 

We begin a series of experiments by assessing how well various VQC models perform 
in categorizing the Iris dataset. The findings indicate that the model's performance varies 
based on the circuit parameterization and design employed.  
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The results are presented in Table 1. Based on the data in Table 1, the VQC_6 model 
using ZFeatureMap as the encoding and EfficientSU2 as the ansatz has shown a maximum 
accuracy of 87.5%. This combination captures the variations and patterns of the Iris dataset 
rather well. The most efficient ansatz is EfficientSU2, which produces the best outcomes with 
ZFeatureMap and PauliFeatureMap encodings. With any encoding, RealAmplitudes and 
TwoLocal do not perform well enough, suggesting that they must be modified further or used 
in other situations.  

Table 1. Performance of the VQC models using ADAM as an optimizer. 

Model Encoding Ansatz Accuracy 

VQC1 PauliFeatureMap  TwoLocal 0.550 

VQC2 PauliFeatureMap RealAmplitudes 0.538 

VQC3 PauliFeatureMap EfficientSU2 0.800 

VQC4 ZFeatureMap TwoLocal 0.562 

VQC5 ZFeatureMap RealAmplitudes 0.688 

VQC6 ZFeatureMap EfficientSU2 0.875 

 

Figure 2. (a) Structure of VQC_6 model; (b) ZfeatureMap as encoding; (c) EfficientSU2 as ansatz. 

Figure 2a illustrates the architecture of the VQC_6 model, which integrates a ZFea-tu-
reMap quantum circuit as the encoding mechanism and an EfficientSU2 quantum circuit as 
the ansatz. The amalgamation of quantum gates comprising ZFeatureMap and EfficientSU2 
facilitates the effective extraction of information from the dataset. ZFeatureMap is assembled 

from Hadamard (𝐻) and phase (𝑃) gates to convert input features into quantum representa-
tions. The 𝐻 gate induces a superposition state, enabling simultaneous information explora-

tion across multiple feature dimensions. Meanwhile, the 𝑃 gate introduces the phase to the 
quantum state, enhancing the projection of feature information into a larger Hilbert space. 

EfficientSU2 comprises parametric gates, single-qubit gates 𝑅𝑦 and 𝑅𝑧, and a two-qubit gate 

𝐶𝑋. The 𝑅𝑦 and 𝑅𝑧 gates facilitate rotations about the y-axis and z-axis, respectively, ena-

bling rotational transformations on quantum states within the Hilbert space. The 𝐶𝑋 gate 
establishes correlations between two qubits in the circuit, facilitating intricate quantum oper-
ations such as entanglement. The synergy of these gates within an ansatz enables the creation 
of complex and adaptable circuit structures. Consequently, the fusion of ZFeatureMap for 
encoding and Ef-ficientSU2 gates for ansatz within the VQC_6 model adeptly captures the 

(a) 

(b) (c) 
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variations and patterns present in the Iris dataset. This combination leverages the inherent 
capabilities of quantum gates to efficiently represent and process data, thereby enhancing the 
model's performance in classification tasks. 

Various optimizers were used to optimize the best VQC model (VQC_6), including 
ADAM, COBYLA, and AQGD. AQGD achieved the highest accuracy at 100%, attributed 
to its precise tracking of the loss function landscape. In contrast, ADAM and COBYLA 
achieved 87.5% and 97.5% accuracy, respectively. ADAM's lower performance is due to its 
less precise adaptive capabilities, while COBYLA's linear optimization method is simpler and 
less effective than AQGD's approach. This experiment underscores the crucial role of opti-
mizer selection in VQC model performance, with AQGD proving to be the most effective, 
followed by COBYLA. Despite its popularity in classical machine learning, ADAM per-
formed poorly in this quantum context, highlighting the importance of using optimizers tai-
lored for quantum models. 

Table 2. Expressibilty value of ansatzes 

Circuit Expressibility 

TwoLocal 0.10 

RealAmplitudes 0.07 

EfficientSU2 0.05 

 

Figure 3. Bloch's representation of expressibility for variational circuits (a) TwoLocal;              
(b) RealAmplitudes; (c) EfficientSU2; (d) Haar. 

The Haar measure defines a uniform distribution over unitary operators, essential for 
assessing quantum circuit expressibility. A Haar random state uniformly samples the Hilbert 
space, representing maximal expressibility. Comparing quantum circuits to the Haar measure 
gauges their effectiveness in exploring the quantum state space. Based on Table 2, Effi-
cientSU2 is the most capable of generating a broad distribution akin to Haar random states, 
making it optimal for variational quantum algorithms. RealAmplitudes offers a balanced ap-
proach, while TwoLocal is less effective in state space exploration. According to Figure 3, 
EfficientSU2 circuits best approximate the Haar measure, providing a uniform state distribu-
tion on the Bloch sphere, which makes them ideal for variational quantum algorithms. 

4.2. Adaptive Quantum Neural Network (AQNN) 

Following the experimentation with the VQC model, the study progressed by construct-
ing three AQNN models. 

Table 3. Performance of the AQNN model using ADAM as an optimizer 

Model Accuracy 

AQNN_1 0.525 

AQNN_2 0.693 

AQNN_3 0.858 

 
The results presented in Table 3 reveal a progressive enhancement in performance from 

AQNN_1 to AQNN_3. Notably, AQNN_3 attains the highest accuracy, achieving a com-
mendable 85.8%. This notable performance escalation underscores the success of quantum 
model adaptation in AQNN_3, allowing for a more proficient capture of data patterns and 

(a) (b) (c) (d) 
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features compared to its counterparts. The observed improvement in performance can be 
primarily attributed to the AQNN_3 model's adeptness at adaptively learning from input data. 
By leveraging quantum mechanisms for adaptation, AQNN_3 exhibits an enhanced capability 
to discern intricate patterns within the dataset, leading to superior classification accuracy. 
Thus, this experimentation underscores the potential of quantum model adaptation in aug-
menting performance for data processing and classification tasks. The results highlight the 
promising avenues for leveraging quantum computing techniques to advance the efficiency 
and efficacy of machine learning models, paving the way for transformative advancements in 
data analytics and classification methodologies. 

 

Figure 4. Construction of (a) AQNN_1; (b) AQNN_2; and (c) AQNN_3 models. 

The performance discrepancies observed among the AQNN models can be elucidated 
through their distinct encoding and ansatz configurations in Figure 4. The AQNN_1 model 

employs 𝑅𝑥 gates for encoding and a circuit combining 𝑅𝑦 and 𝐶𝑋 gates for the ansatz. 
Despite its simplicity with a singular encoding gate type, this model exhibits relatively low 
accuracy. This suggests that utilizing a more intricate circuit structure or incorporating diverse 
encoding gates may be necessary to effectively capture the intricate patterns in the data. In 
contrast, the AQNN_2 model utilizes Ry gates for encoding and a more elaborate ansatz 

circuit comprising 𝑅𝑥, 𝑅𝑦, 𝑅𝑧, and 𝐶𝑋 gates. Leveraging a broader spectrum of encoding 
gates and a complex ansatz circuit, this model demonstrates a notable enhancement in accu-
racy compared to AQNN_1. Similarly, the AQNN_3 model adopts Rx gates for encoding, 

akin to AQNN_1, but features a sophisticated ansatz circuit integrating 𝑅𝑥, 𝑅𝑧, and 𝐶𝑋 
gates. Despite sharing the same encoding type as AQNN_1, including a more intricate ansatz 
structure enables AQNN_3 to achieve substantially higher accuracy. This underscores the 
pivotal role of a well-designed circuit structure in augmenting the performance of quantum 
models. Hence, the elevated accuracy achieved by the AQNN_2 and AQNN_3 models, com-
pared to AQNN_1, underscores the significance of judiciously selecting both gate encoding 
and ansatz circuit structures in optimizing the performance of quantum models. This 
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emphasizes the necessity of tailoring quantum circuits to the specific characteristics of the 
dataset to capture and leverage its underlying patterns effectively. 

After identifying the AQNN_3 model as the most promising, optimization efforts were 
undertaken utilizing various optimizers, namely ADAM, AQGD, and COBYLA. The find-
ings revealed that COBYLA achieved the highest accuracy of 100.0%, followed closely by 
AQGD with an accuracy of 96.2%, while ADAM trailed behind with an accuracy of 85.8%. 
This underscores the pivotal role of optimizer selection in enhancing the performance of the 
AQNN_3 model. The results highlight COBYLA as the optimal optimizer for the AQNN_3 
model within this framework, as it attains the highest accuracy. Nevertheless, AQGD also 
demonstrates commendable performance, boasting near-perfect accuracy. 

In contrast, ADAM exhibits inferior performance compared to other optimizers. This 
underscores the criticality of aligning the choice of optimizer with the inherent characteristics 
of the quantum model and the specific dataset under consideration. By selecting an optimizer 
that synergizes effectively with the model's architecture and the dataset's intricacies, optimal 
performance can be attained, thereby maximizing the model's efficacy in classification tasks. 

4.3. Quantum Support Vector Machine (QSVM) 

Table 4 summarizes the results of evaluating the QSVM model with PauliFeatureMap 
and ZFeatureMap encodings, employing the FidelityQuantumKernel ansatz.  

Table 4. Performance of the QSVM models using ADAM as an optimizer and  
FidelityQuantumKernel as ansatz 

Model Accuracy 

AQSVM_1 0.988 

AQSVM_2 0.990 

 
Notably, QSVM_2 exhibits superior accuracy compared to QSVM_1. This delineates 

the efficacy of utilizing ZFeatureMap encoding in conjunction with the FidelityQuantumKer-
nel ansatz, yielding commendable performance in data classification. Conversely, the fusion 
of PauliFeatureMap with the same ansatz yields competitive accuracy. This observation un-
derscores the pivotal role of encoding and ansatz selection in QSVM, significantly influencing 
model performance. These findings offer valuable insights into refining quantum models tai-
lored for classification tasks. By discerningly choosing encoding and ansatz configurations, 
researchers can harness the full potential of quantum computing in optimizing model accu-
racy and efficacy in classification endeavors. 

After evaluating the QSVM_2 model with various optimizers, namely ADAM, 
COBYLA, and AQGD, the resulting accuracies were 99.0%, 100.0%, and 100.0%, respec-
tively. This signifies a notable improvement, although it falls short of achieving perfect accu-
racy. The COBYLA and AQGD optimizers emerged as the best for the QSVM_2 model, 
each attaining ideal accuracy. This underscores the significant impact optimizers designed 
explicitly for quantum contexts can have on model performance. While ADAM demonstrated 
competitive performance, it did not match the perfection of COBYLA and AQGD. These 
results highlight the critical importance of selecting appropriate optimizers to achieve optimal 
performance in quantum models. The effectiveness of COBYLA and AQGD in this experi-
ment confirms their suitability for QSVM model optimization, providing valuable insights for 
future developments in QML. 

4.4. Comparison of Model Performances 

Table 5 exhibits the performance metrics of VQC, QNN, and QSVM, wherein each 
model's accuracy, precision, recall, and F1-score are meticulously documented, all demon-
strating an exemplary performance denoted by a perfect value of 1.00 across all metrics for 
each model. This impeccable performance observed across all models and metrics warrants 
considerable attention. It implies various conceivable scenarios, notably the potential separa-
bility of the utilized dataset for training and testing through the chosen quantum models. This 
signifies the presence of well-defined decision boundaries between distinct classes within the 
dataset, thereby facilitating the models' attainment of flawless classification performance. Fur-
thermore, the employed models, namely VQC, QNN, and QSVM, exhibit adequate 
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complexity to accurately capture the underlying patterns inherent in the data. Leveraging a 
quan-tum-based framework, these models inherently possess an augmented capacity to com-
prehend and depict intricate relationships embedded within the dataset. 

Table 5. Comparison of QML model performances. 

Model Accuracy Precision Recall F1-score 

VQC 1.00 1.00 1.00 1.00 

QNN 1.00 1.00 1.00 1.00 

QSVM 1.00 1.00 1.00 1.00 

 

(a) 

 

(b) 

 

(c) 

Figure 5. Confusion matrix of models (a) VQC; (b) QNN; (c) QSVM. 
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The confusion matrix is essential for comprehending a classification model's perfor-
mance. It sheds light on the model's many TP, TN, FP, and FN predictions. The performance 
of each model is thoroughly understood by looking at the confusion matrix (Figure 5). Each 
row in the matrix represents an actual event, and each column represents a predicted occur-
rence. Accurately categorized instances lay off the diagonal, whereas predictably classified 
instances lie on it. Analyzing the confusion matrix for each model can provide deeper insights 
into their performance, especially in scenarios where all other metrics are perfect. The confu-
sion matrix displays the counts of true positives (TP), true negatives (TN), false positives (FP), 
and false negatives (FN) for each class. From Figure 5, the confusion matrices show only 
diagonal elements, indicating perfect classification for three models. 

 
(a) 

 
(b) 

 
(c) 

Figure 6. ROC-AUC of models (a) VQC; (b) QNN; (c) QSVM. 
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The performance of a classifier is represented graphically by the receiver operating char-
acteristic (ROC) curve. At different threshold values, it shows the TP rate (recall) versus the 
FP rate (1 - specificity). A single scalar number, 1.00 denoting a perfect classifier and 0.50 
denoting a random classifier, is the area under the curve (AUC), which summarizes the clas-
sifier's performance. ROC curve and AUC are additional evaluation metrics that provide in-
sights into the models' performance, particularly in binary classification tasks. From Figure 6, 
it's reasonable if the ROC curves will display perfect performance for all models. In a scenario 
where AUC is perfect (1.00), the ROC curve will typically show a point at (0; 1) on the graph, 
indicating perfect classification with no false positives and no false negatives. This point rep-
resents the ideal operating point where the true positive rate (sensitivity) is 1, and the false 
positive rate is 0. It's important to note that the perfect AUC (1.00) suggests that the models 
have achieved the best possible discrimination between positive and negative classes, indicat-
ing excellent separability in the dataset. 

5. Conclusions 

This study investigated the effectiveness of QML models, including VQC, QNN, and 
QSVM, in achieving accurate binary classification on the Iris dataset. The results demon-
strated that all three models achieved perfect classification performance, with accuracy, pre-
cision, recall, F1-score, and AUC reaching 1.00. These findings confirm that the proposed 
QML approaches successfully address the challenges of processing classical data entirely 
within a quantum framework. The models effectively captured and represented the underlying 
patterns of the dataset, validating their capability to handle classification tasks in a fully quan-
tum manner. Additionally, the performance consistency across models highlights the robust-
ness and reliability of the methodologies employed. 

Furthermore, the study underscores the practicality of QML models in leveraging quan-
tum principles such as superposition and entanglement to enhance classification accuracy. 
Evaluating different ansatz structures, encoding mechanisms, and optimization strategies also 
provided valuable insights into the factors contributing to the models’ success. The results 
indicate that the research objectives have been successfully met, demonstrating the viability 
and potential of fully quantum approaches in machine learning applications. These findings 
open opportunities for further exploration of QML techniques across diverse datasets and 
problem domains and for developing more advanced quantum hardware to support larger-
scale tasks. 
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